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Abstract. We describe a measure of welfare, “vulnerability”,
which measures the difference between the highest feasible aver-
age level of utility in a population given aggregate resources, and
the actual average level of utility. This measure can be decom-
posed into two components, related to inequality and to risk. We
provide methods for computing vulnerability, inequality, and risk
using only data on expenditures from repeated cross-sections of
household data, and relate these to Atkinson’s family of inequality
measures.

Using methods developed here and household-level Ecuadorean
data from 1995 and 2006, we estimate the vulnerability and risk of
different population groups. Taking the population altogether, we
find that the crisis of the late nineties was not only a large shock for
the country as a whole, but also greatly increased the risk faced by
individual households in the Sierra, risk which was subsequently
translated into greater inequality. After 1999, overall risk borne
by the average household fell dramatically, with the consequence
that inequality remained nearly constant from 1999–2006. Levels
of rural risk are considerably greater than are urban; further, rural
risks tend to be the consequence of spatial shocks, while urban
risks are much more idiosyncratic in nature.

1. Introduction

We describe a measure of welfare meant to capture the social costs
of both inequality and risk, which we term vulnerability. Previous
efforts to measure vulnerability have generally relied on panel house-
hold datasets (Ligon and Schechter, 2003) to identify the risk faced by
households. Here we describe an alternative simple method which al-
lows one to estimate risk by relying only on repeated cross-sections. We
apply these methods to Ecuador during a period in which that country
experienced considerable political and macroeconomic instability.
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1.1. What is Vulnerability? Economists have long used measures
of poverty to summarize the well-being of less fortunate households in
a population. Typically either income or consumption expenditures
are measured over some relatively short period of time (e.g., a year),
and these are regarded as a proxy for the material well-being of the
household. Policies are often explicitly crafted to reduce these poverty
measures.

At the same time, economists have long recognized that a house-
hold’s sense of well-being depends not just on its average income or
expenditures, but on the risk it faces as well, particularly for house-
holds with less resources. To consider an extreme case, a household
with very low expected consumption expenditures but with no chance
of starving may well be poor, but it still might not wish to trade places
with a household having a higher expected consumption but greater
consumption risk. It seems desirable to have a measure of household
welfare which takes into account both average expenditures and the
risk households bear.

In recent years a number of researchers have sought to define and
measure something called “vulnerability.”1 These efforts fall into one
of two groups. The first uses data on shocks (e.g., variation in in-
come, illness, or employment status) to try and account for variation
in household consumption expenditures—where a shock of one sort or
another explains a significant proportion of the variation in consump-
tion, the household is said to be ‘vulnerable’ (Amin et al., 2000; Glewwe
and Hall, 1998; Dercon and Krishnan, 2000). The second group also
begins (sometimes implicitly) with an attempt to account for varia-
tion in consumption, but then goes farther—by estimating not just
the conditional mean of consumption but also its distribution, one can
then estimate the expected value of nonlinear functions of household
consumption meant to measure the welfare losses associated with vari-
ation in consumption [e.g., various poverty measures (Calvo and Der-
con, 2003; Chaudhuri, 2001; Chaudhuri et al., 2001; Christiaensen and
Boisvert, 2000; Pritchett et al., 2000; Kamanou and Morduch, 2001;
Ravallion, 1988; Jalan and Ravallion, 1999, 2000), or household utility
(Ligon and Schechter, 2003; Elbers and Gunning, 2003)]. This paper
adopts the utilitarian approach.

1.2. How is Vulnerability Measured? Here we begin by specifying
a simple model describing the problem facing a particular household.
While the model itself is quite special, we’ll use the model to illustrate

1For more complete overviews of different means of quantifying vulnerability see
Kamanou and Morduch (2001) and Hoddinott and Quisumbing (2003).
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features of household behavior which would also obtain in a fairly wide
class of models.

We begin the process of modeling household behavior by supposing
that a particular household has von Neumann-Morgenstern preferences
defined over a single consumption good in each of many periods. The
household is forward looking: at time t, it makes forecasts about its
future resources in all future periods, and based on these forecasts may
engage in behavior to try and manage the risk associated with future
shocks (e.g., saving, modifying its production practices, establishing
relationships which may provide future insurance). Then at time t and
conditional on the actions taken by the household to manage its risk,
the households’ expected future utility in period t+ j is given by

EtU(ct+j) =

∫
U(ct+j)dFt(ct+j),

where U(c) is the household’s momentary utility given a consumption
realization c, and where Ft(ct+j) describes the household’s beliefs at
time t regarding the distribution of time t+ j consumption. To repeat,
this distribution may depend on actions taken by the household—in
particular, savings decisions made in earlier period will help to deter-
mine Ft. The vulnerability of household i at t depends on risk faced in
all future periods t+ j, and can be expressed as

V i
t =

1

T − t

T−t∑
j=1

V i
t,t+j = U(c̄)− 1

T − t

T−t∑
j=1

EtU(cit+j)

where c̄ is per capita consumption expenditures. Thus, V i
t,t+j is the dif-

ference between the utility household i would experience if it received
a per capita level of consumption c̄ at every time t + j with certainty
minus the expected utility it actually receives in that period. Vulner-
ability over the subsequent T − t periods is simply defined to be the
average per-period vulnerability.

In any given period, the difference between these two levels of utility
stem from inequality and risk, so it’s worth noting that per-period
vulnerability V i

t,t+j may be re-written as

(1) V i
t,t+j = [U(c̄)− U(Etcit+j)] + [U(Etcit+j)− EtU(cit+j)] .

Here the first bracketed term is related to the relative wealth of the
household, and the second to the risk borne by the household at time
t + j, both viewed from the perspective of time t. As the distribution
of future consumption is endogenous, the second term should not be
interpreted as the welfare improvement to be had from eliminating all
risk, since this sort of change in the environment will generally lead to
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differences in household behavior. For example, elimination of future
risk would eliminate precautionary motives for saving, and so might
decrease future consumption. Rather, levels of vulnerability, wealth,
and risk are what is experienced by the household after one takes into
account whatever stratagems the household has employed to improve
its welfare.

So far we’ve described a concept of vulnerability—vulnerability is
the feasible average level of expected utility in the population minus
the actual average level of expected utility. We’re still some ways from
actually being able to operationalize such a measure, however. To get
from concept to operation, we need to be able to estimate objects such
as the per-period vulnerability in (1). And for this, we need to (i)
specify the utility function U ; (ii) estimate the highest feasible fixed
per capita consumption, c̄; (iii) compute time t forecasts of time t + j
expected utility, Ecit+j, and (iv) compute time t forecasts of time t+ j
utility, EtU(cit+j). More specifically, accomplishing steps (i)-(iii) will
allow us to make statements about a component of our vulnerability
measure we’ll term inequality, while accomplishing step (iv) will allow
us to characterize risk, the remaining component of vulnerability.

1.3. Inequality and Risk in Ecuador.

Add me!

2. Data

For the application of this paper, we use data from five sources.
Four of these sources are from cross-sectional household surveys, the
second through fifth rounds of the Encuesta de Condiciones de Vida
(ECV), conducted by the Ecuadorean Instituto Nacional de Estad́ıstica
y Censos in 1995, 1998, 1999, and 2006. From these we obtain data
on the distribution of fortnightly expenditures across households for
a clustered, randomly selected sample of approximately five thousand
households in rounds 2 through 4, along with sampling weights which
are proportional to the reciprocal of the ex ante probability of a selected
household being included in the sample. The fifth round of the ECV
was conducted in 2005–06 (for brevity’s sake, throughout this document
we will refer to this as the 2006 ECV). This was a scaled-up version of
the earlier rounds of the ECV, with 13,581 households providing data
on fortnightly per capita expenditures.

A key variable for our purposes is a measure of total household ex-
penditures. We report figures for per capita expenditures in Table 1.
The units in this table are in thousands of current Sucres; the crisis and
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Group 1995 1998 1999 2006
All 123.284 233.526 952.799 1721.632

Costa 121.722 213.323 884.137 1512.649
Sierra 127.256 262.992 1027.293 1990.091

Amazonia 94.751 170.091 — 1210.114
Urban 152.141 295.236 1161.392 2102.359
Rural 75.393 132.822 583.995 969.143

Table 1. Mean per capita expenditures, by year. Mea-
sured in thousands of current Sucres (in 1999 and after,
there are 25,000 Sucres per US Dollar).

hyperinflation of 1998–1999 and subsequent ‘dollarization’ mean that
one should interpret levels and changes in levels over time in this table
only with great caution. However, one can see some meaningful pat-
terns in averages across groups, and in changes in these patterns over
time. For example, expenditures in the coastal region (the “Costa”) in
1995 were only four percent less than expenditures in the Sierra, while
by 1998 the difference in expenditures between these two groups had
increased to 23 per cent. The proportional difference between these
groups fell to 13 percent in 1999, but then increased substantially to a
difference of 31 percent in 2006.

Tracing the fortunes of the poorest region of the country, the Ama-
zonian Oriente is made somewhat difficult by changes in the way this
region was sampled across years. The biggest problem is that the 1999
round of the survey simply neglected this region altogether, but the
treatment and sampling strategy used in this vast, relatively inaccessi-
ble region has consistently posed difficulties for surveyors. Nonetheless,
a story can be told: per capita household expenditures in the Oriente
were 34 percent less than expenditures in the Sierra and 28 percent
less than the Costa in 1995. In 1998 the gap between the Oriente and
the Costa narrowed to 18 percent, while the gap with the Sierra grew
to 45 percent. By 2006 the Amazon region had fallen farther behind
both of the other regions, with per capita household expenditures 23
percent below those in the Costa and fully 62 percent below those in
the Sierra.

To some extent variation in household expenditures across regions
may simply reflect differences in the rural-urban composition of the dif-
ferent regions, and differences in the economic shocks impacting rural
and urban households. In both the Sierra and the Costa, roughly one
quarter of all households were classified as urban, while in the Oriente
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1995 2006
Total observations 5812 13581
Unique Clusters 55 443
Common Clusters 49 49
Obs. in common clusters 5396 6331

Observations in common (Cluster,Zones)
Unique 341 453
Common 119 119
Households in common 2308 1679
Observations in common (Cluster,Sector)

Unique 281 229
Common 106 106
Households in common 3177 3924

Table 2. Matching Sub-populations Across the 1995
and 2006 Rounds of the ECV.

fewer than six percent were. However, the considerable variation in
relative expenditures across the Sierra and the Costa, with their simi-
larly composed rural-urban population means that the crisis of the late
nineties and subsequent growth in this decade must have had impor-
tant regional effects, even after controlling for differences in rural-urban
composition of the three regions.

It’s important for our purposes to keep careful track of the sampling
scheme for the ECV, since we care about the distribution of our esti-
mates of functions of the distribution of expenditures across the popu-
lation. In brief, the census bureau divides the country into a collection
of 20 dominions. Within each dominion, households are assigned to a
particular census region, which we’ll call the UPM. Any given UPM
can be further disaggregated into provinces, cantons, parroquia, and
zones.

The UPM is the primary sampling unit. The population of UPMs
within each dominion is sampled, with a probability proportional to
its population share within the dominion.2 Each UPM is comprised
of many sectors, each with between 50 and 200 households. Within
each sampled UPM, a single sector is randomly chosen—thus, we can
regard the sampling ‘cluster’ as either the UPM or the sector. Within

2But note that households selected from UPMs in the two principal cities of
Quito and Guayaquil are ordered according to some socio-economic criteria, and
then the UPMs are divided into three strata (“alto,” “medio,” “bajo”). The alto
strata is made up of the best-off 30 percent of UPMs; the medio the next 40 percent,
and the bajo the final 30 percent.
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each sampled UPM-sector 18 households are randomly selected, and
twelve of these are interviewed (the extra six households help to cover
for refusals or other non-response). Whether by accident or design,
some but not all of the UPM clusters sampled in 1995 are included in
later samples; for example, of 55 clusters included in the 1995 sample,
only 49 appear in the 2006 sample (see Table 2).

In addition to the household level data in the various rounds of the
ECV, we use data from series collected by the International Mone-
tary Fund in its International Financial Statistics series on the price
level and on aggregate household expenditures in order to construct
estimates of growth rates in real per capita expenditures.3

3. Vulnerability

In this section we describe a sequence of possible expenditure allo-
cations, and compute the welfare of the average Ecuadorean household
under each.

We move from more utopian allocations to less utopian. We begin
imagining a society with no inequality, no growth,4 and no risk, and
then add these imperfections sequentially.

Consider a population of n households, indexed by i = P = {1, 2, . . . , n}.
Each household i consumes cit at date t.

We assume that households possess von Neumann-Morgenstern time-
separable preferences, and that each household has a common CES
utility function of the form U(c) = c1−γ−1

1−γ , where the parameter γ can

be interpreted as the households’ common coefficient of relative risk
aversion. Future utility is discounted at a common rate 1/β − 1.

We’ll want to be able to compare inequality and risk across different
sub-groups. Accordingly, we’ll need to develop a notation to allow us
to specify different groups. Let G ⊆ P be a set of whole numbers
indexing some set of households in the population. Related, let #G
denote the number of elements of the set G so that, for example, we
have #P = n.

3.1. Utopian. Imagine a world in which all households had equal ex-
penditures in every period—that is, a world with no inequality, no

3The main IFS series we use is that for household consumption expenditures over
1995–2004 (series 24896F.DZF), which is already measured in constant currency
units.

4It may seem good for welfare to have growth in expenditures over time. How-
ever, while it’s desirable to have income grow over time, if future income is high
then society would be better off if it could borrow against this future income so as
to make expenditures constant.
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Figure 1. Decomposition of Vulnerability. Panel (a)
provides a histogram of the logarithm of household ex-
penditures in utopia (no inequality; no growth; no risk).
Panel (b) provides a contrast in which there’s no growth
and no risk (and hence no change over time), but there
is inequality. Panel (c) adds growth; Panel (d) adds risk.

growth, and no risk. Since there is no growth and no risk, household
i’s consumption at any time t must be equal to its consumption at any
other time t + j; accordingly, we can write household i’s utopian con-
sumption in any period simply as ci. Since in addition each household
is assumed to have identical preferences, as described above, then if all
households are able to use credit markets, then

U ′(ci) = βjRt,t+jU
′(ci).

For a stationary allocation such as the one we’ve described to be opti-
mal, such an equation must be satisfied for all t and j, and so it follows
that the risk-free return between any two periods t and t + 1 must be
a constant R, with R = 1/β.

One could imagine society implementing the utopian allocation we’ve
described if three (implausible) conditions are met: first, that house-
holds are able to contract from behind a “veil of ignorance,” as in the
thought experiment of Rawls (1971) or Harsanyi (1955) (thus eliminat-
ing inequality); that households are subsequently able to fully insure
their consumption expenditures (Borch, 1962; Mace, 1991; Townsend,
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1994); and that society is collectively able to borrow and lend at the
(common) rate of time preference.

Since the optimal allocation in this setting involves equal expendi-
tures across both households and time, one way to measure deviations
from this optimum is to establish equality as a benchmark. Thus,
with periods t = 1, . . . , T and a population of households indexed by
i ∈ P = {1, . . . , n}, the stationary, egalitarian allocation is the unique
maximizing allocation of the expression

(2)
1

T

T∑
t=1

1

n

n∑
i=1

U(cit)

for any increasing, concave function U . Adopting the constant elastic-
ity of substitution utility function described above, this becomes

(3) W (P ) =
1

1− γ

[
1

T

T∑
t=1

1

n

n∑
i=1

c1−γ
it − 1

]
.

We normalize the largest level of egalitarian, stationary expenditures
to be one. Thus, at the optimum we have

W 0(P ) =
1

1− γ

[
1

T

T∑
t=1

1

n

n∑
i=1

(1)1−γ − 1

]
= 0,

which we adopt as our utopian benchmark level of welfare.
Figure 1 shows the utopian distribution of expenditures across time

and the population in panel (a); all households have identical levels of
expenditures in every period.

3.2. Inequality. In this section, we begin our slouch toward dystopia
by describing an allocation of expenditures which permits inequality
across households, while preserving our assumption that expenditures
are constant across time. The resulting distribution of expenditures
across the population is illustrated in panel (b); there’s now variation
across the population, with some households having lower expendi-
tures and others having higher expenditures than the average in panel
(a). This inequality is harmful to social welfare, since the value of an
additional unit of expenditures is presumed to be greater for poorer
households than it is to wealthier households. To imagine society im-
plementing an allocation that involves inequality but no variation in
household-level expenditures over time we would require ‘only’ that
households could fully insure, and that society could borrow and lend
at the rate of time preference.
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Moving from illustration to measurement, let ci be household i’s
expenditures in every period, with a normalization so that mean ex-
penditures across households at any period will be c̄. In this case, our
social welfare function (3) takes the value

(4) W I(P ) =
1

1− γ

[
1

n

∑
i∈P

(ci
c̄

)1−γ
− 1

]
.

Our measure of inequality can be thought of as the welfare loss asso-
ciated with moving from the utopian allocation to an allocation with
inequality. Thus,

Inequality = W 0 −W I .

As it happens, our measure of inequality in this setting is essentially
that of Atkinson (1970). This is a natural consequence of two facts:
first, that we follow Atkinson in employing a utilitarian social welfare
function; and second, that we also assume a common CES utility func-
tion. Atkinson’s measure takes the form

(5) Aα(P ) = 1− 1

nc̄

[∑
i∈P

c1−α
i

] 1
1−α

.

Comparing this with (4), we have

(1− γ)W I(P ) + 1 = [1− Aγ(P )]1−γ;

it follows that

(6) W I(P ) =
1

1− γ
[
(1− Aγ(P ))1−γ − 1

]
.

Our social welfare measure W I has the interpretation of being the
average momentary utility of a household. So long as γ is positive,
then W will be an increasing and strictly concave function of each
household’s consumption. Note that this leaves open the issue of what
period we’re evaluating. But because at the moment we’re interested
in diagnosing the ills associated with inequality, we’re free to assume
that consumption expenditures, while unequal, are nonetheless per-
fectly insured and smoothed over time. Under these nearly utopian
assumptions, realized consumption expenditures and the social welfare
function will take the same value in every period, so that which period
we actually evaluate doesn’t matter. A further happy consequence of
these assumptions is that if we have data for different households in
different periods we can (with the appropriate normalization) use data
from all of these in computing our measures of inequality.
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Figure 2. Histogram of fortnightly per capita expenditures.

Figure 2 shows the distribution of the logarithm of expenditures in
current Sucres. The financial crisis and subsequent dollarization which
separate the second and fifth rounds of the ECV lead to dramatic
changes in the value of the Sucre (the official exchange rate at the time
of the 2000 dollarization was 25,000 Sucres per US dollar, though as
the hyperinflation and crisis happened in the late nineties, the value of
the 2006 dollar in 1995 Sucres is approximately 1100). This dramatic
difference in the value of the currency accounts for the two quite dis-
crete distributions for expenditures in 1995 (the ‘hump’ to the right)
and 2006 (the hump to the left). The height of the 2006 hump is much
greater than the height of the 1995 hump; however, this is more a re-
flection of the larger sample size of the 2006 survey than a consequence
of any change in the distribution of fortnightly expenditures. Though
changes in the value of the Sucre and economic growth produce a large
change in the mean of log expenditures (11.4 in 1995 to 4.05 in 2006),
there is relatively little change in the variance of log expenditures across
the two years.

So, to compute the level of inequality, we take data on household
expenditures in each of the rounds of the ECV, and normalize these
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γ = 2
Group 1995 1998 1999 2006
Pooled 0.454∗∗∗ 0.491∗∗∗ 0.495∗∗∗ 0.513∗∗∗

(0.007) (0.007) (0.008) (0.004)
Costa 0.383∗∗∗ 0.383∗∗∗ 0.370∗∗∗ 0.350∗∗∗

(0.009) (0.009) (0.010) (0.006)
Sierra 0.528∗∗∗ 0.599∗∗∗ 0.596∗∗∗ 0.616∗∗∗

(0.010) (0.010) (0.010) (0.006)
Amazonia 0.300∗∗∗ 0.182∗∗∗ — 0.488∗∗∗

(0.024) (0.018) — (0.015)

Table 3. Atkinson inequality measures, by year and
group. Figures in parentheses are standard errors. The
notation “***” indicates that the reported figures are sig-
nificantly different from zero at a 99 per cent confidence
level.

by the mean expenditures in each of those rounds.5 With this normal-
ization, if there was perfect equality then evaluating (3) would yield
W 0(P ) = 0 for any i. Taking this as a benchmark, our measure of in-
equality for the population becomes simply −W I(P ). The normalized
consumptions used to compute the value of this expression average
one by construction, so any inequality in the distribution of expen-
ditures (c1, . . . , cn) will be a mean-preserving spread of (1, 1, . . . , 1).
This fact combined with the concavity of W implies that inequality
will be non-negative by construction. Considered simply as a measure
of inequality, this measure both gives a complete ordering of possible
expenditure distributions complete and is Lorenz-consistent.

Table 3 presents estimates of inequality across different regions and
years, using the Atkinson inequality measure given in (5), with an
inequality aversion parameter equal to two. Standard errors of these
estimates are calculated using a method described by Biewen and Jenk-
ins (2006) to take into account the effects of clustering and stratifica-
tion. Taking all regions together, there’s an increase in inequality from
1995 to 1999, but inequality in the pooled population remains constant
from 1999 to 2006. However, this increase in inequality over time is
driven mainly by increases in inequality in a single region—the Sierra.

5Estimators of mean expenditures and of inequality statistics use sampling
weights to make the estimates representative of the Ecuadorean population as a
whole.
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Inequality in the other economically important region, the Costa, ac-
tually falls from 1999 to 2006. Measured inequality in the Amazon
region varies erratically over time (and data for this region is miss-
ing for 1999) but the relatively small part of the sample drawn from
the Amazon (approximately 7 per cent) has only a small effect on the
pooled estimates of inequality.

Inequality varies much more across regions than it does over time in
our sample. In every year, inequality is greatest in the Sierra.

3.3. Growth. We’ll think of aggregate economic growth as changes
in mean expenditures which are known in advance. Reflecting a long
tradition in growth economics, in considering the effects of growth on
welfare we assume that changes in aggregate expenditures have no ef-
fect at all on individuals’ shares of those aggregates—thus, that the
distribution of resources is unaffected by changes in aggregate expen-
ditures. This is illustrated in panel (c) of Figure 1; though there’s
inequality, if there’s growth then all households’ expenditures increase
at a common rate, so that expenditures start at the left-most distri-
bution, and move to the right. Though growth per se isn’t harmful
to welfare, every household would prefer the situation in panel (b);
in panel (c) expenditures grow only because they’re unable to borrow
against future income. Though future expenditures are higher than
they’d otherwise be, this comes at the expense of current expenditures
being lower.

Though we have data on the distribution of household expenditures
in four periods (1995, 1998, 1999 and 2006), these are not actually data
we need for our immediate end. Since we’re presently maintaining the
hypothesis that the distribution of resources is unchanging over time,
we can use the measure of Atkinson’s measure of inequality Aα(P )
given above, and simply compute welfare in any given period using
an Atkinson social welfare function, which depends only on Atkinson’s
inequality measure and on estimates of aggregate expenditure growth.

To obtain such a measure, rather than normalizing by aggregate ex-
penditures in every period, we instead normalize using expenditures in
1995. Figure 3 reports the time series. The same figure also reports our
measure of welfare which varies across years when variation is perfectly
predictable,

Wt(P ) =
1

(1− γ)

(
1

n

n∑
i=1

c1−γ
it − 1

)
.
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Figure 3. Top: Household expenditures by year, nor-
malized by 1995 expenditures. Bottom: Welfare by year,
allowing for inequality and changes in aggregate expen-
ditures.

Denote aggregate expenditures at time t by c̄t. Given our maintained
assumptions of full insurance and CES utility, individual i’s expendi-
tures will be a constant share λi of the aggregate, so that inequality
(measured à la Atkinson) will be unchanged across years. Indeed, if
social inequality aversion α is set equal to individual risk aversion γ,
then using our parametric assumption that U(c) = (c1−γ − 1)/(1− γ),
we have

(7) Wt(P ) =
(1− Aγt (P ))1−γ c̄1−γ

t − 1

1− γ
.

This measure allows us to express (momentary) social welfare at time
t in terms of a combination of just three numbers: Aggregate expen-
ditures c̄t, Atkinson’s inequality Aγt (P ), and the (social) preference
parameter γ.6 It is this expression which occupies the lower portion of
Figure 3.

6A possible justification for setting the inequality aversion parameter equal to γ
is given by an argument by Harsanyi (1955), anticipating Rawls (1971): Inequality
aversion should be equal to risk aversion if individuals’ expenditures in life are the
outcome of a (fair) lottery entered into before birth.
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We will find it useful to also characterize the rate of growth across

periods. Let µt,t+j = log
(
c̄t+j
c̄t

)
. When households face no risk, this

is equal to the average rate of growth of the reciprocal of marginal
utility of consumption across the population. A complete collection
of estimates of µt,t+j for our data is presented below the diagonal of
the matrix in Table 4. For example, taking t = 1995, t + j = 2006,
and γ = 2, data from the IFS on household expenditures implies that
µ1995,2006 = 0.666.

Year 1995 1998 1999 2006
1995 — 0.090 0.112 0.160
1998 0.153 — 0.022 0.070
1999 −0.226 −0.379 — 0.048
2006 0.666 0.512 0.891 —

Table 4. Growth and Variance. Figures reported be-
low the diagonal are estimates of the growth rates µt,t+j,
while figures above the diagonal are estimates of the vari-
ances σ2

t,t+j. For growth rates, column heads indicate the
base year t, while row heads indicate the final year. For
example µ1995,1999 can be found in the first column and
third row. Conversely, for variance estimates, row heads
indicate the base year while column heads indicate the
final year.

The patterns of growth rates reported below the diagonal of Table
4 reveal the roller-coaster ride followed by the Ecuadorean economy
during the late nineties. Real growth in expenditures from 1995–98
averaged a respectable 4.9 per cent, but the onset of the crisis resulted
in a massive drop of 37.9 per cent in the year from 1998 to 1999. The
story from 1999 to 2006 is one of steady recovery and growth, with
average real growth in expenditures from 1999 to 2006 averaging an
extraordinary 12.7 per cent per year, resulting in real expenditures in
2006 which where 67 per cent above the level of expenditures in 1995.

When credit markets are complete and common, then all growth is
also common. This allows us to distinguish deterministic growth from
the effects of shocks on growth. An intuition which may help to justify
growth being common is simply that if one household knew that its
future expenditures would grow at a faster rate than others’ expendi-
tures, then it would have an incentive to increase current expenditures
by borrowing from those other households. If credit markets are perfect
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and preferences are common, then differences in growth rates must be
due to shocks.

3.4. Risk. To the extent that individual households do not have access
to mechanisms which provide full insurance, then shocks to income will
affect the distribution of expenditures since the effects of these shocks
may not be shared with the rest of the population. It’s only when some
households don’t have access to adequate insurance that we’d expect
them to bear idiosyncratic risk, a situation illustrated in panel (d) of
Figure 1. Here there’s inequality, as in panel (b), and also growth, as
in panel (c). But some households have positive idiosyncratic shocks,
and others negative, and these risks aren’t pooled. This leads to an
increase in inequality over time—the distribution of expenditures moves
to the right, with growth, but also ‘spreads out’—a shock which affects
expenditures today will also tend to affect expenditures tomorrow, per
the permanent income hypothesis (Bewley, 1977; Deaton and Paxson,
1994).

In the absence of full insurance, households may still accomplish a
considerable amount of smoothing by using credit markets to borrow
and lend. Suppose that all households have access to a credit market,
and can borrow or lend. A loan extended at time t which is repaid at
time t + j will return Rt,t+j. These returns can vary over time, but
we assume for now that markets and returns are common across all
households. Consumption satisfies the Euler equation

(8) U ′(cit) = βjRt,t+jEt [U ′(cit+j)] ,

where Et denotes the expectations operator conditioning on informa-
tion available at time t. Only the variable cit+j is unknown conditional
on information available at time t.

3.4.1. Estimating a conditional moment of consumption growth from
cross-sectional data. The term βjRt,t+j in (8) is common to all house-
holds, so that

n∑
i=1

U ′(cit) = βjRt,t+jEt

[
n∑
i=1

U ′(ci+j)

]
.

It follows that the expression βjRt,t+j must be equal to a ratio involving
the distribution of current and future consumption expenditures,

βjRt,t+j =

∑n
i=1 U

′(cit)

Et [
∑n

i=1 U
′(cit+j)]

.
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However, equation (8) also implies that

(9)
1

βjRt,t+j

=
1

n
Et

[
n∑
i=1

U ′(cit+j)

U ′(cit)

]
,

so that

Et

∑n
i=1 U

′(cit+j)∑n
i=1 U

′(cit)
=

1

n
Et

[
n∑
i=1

U ′(cit+j)

U ′(cit)

]
.

This last expression relates the expected growth in marginal utilities
to a ratio which involves only cross-sectional moments. If we take the
further step of invoking our parametric assumption that the utility
equation takes the constant elasticity of substitution (CES) form (with
coefficient of relative risk aversion γ), then we have

(10)
Et

∑n
i=1 c

−γ
it+j∑n

i=1 c
−γ
it

= Et

n∑
i=1

(
cit
cit+j

)γ
.

Equation (9) and the expression (10) also allows us to relate inequal-
ity and growth rates for different subgroups. To see this, suppose that
we observe consumption expenditures at t and t+ j for an a groups of
households with an index set G1, and for a second group with an index
set G2. Then we have

(11)
Et

∑
i∈G1

c−γit+j∑
i∈G1

c−γit
=

1

#G2

Et

∑
i∈G2

(
cit
cit+j

)γ
.

The beauty of this expression is that in situations in which we don’t
have the panel data necessary to measure expenditure growth for some
group G2 at the household level (i.e., the data one would need to con-
struct a sample analog to the right-hand side of (11)), we can still get
at this moment using only repeated cross-sectional data on a (possibly)
different group G1 (i.e., the data one would need to construct a sample
analog the the left-hand side of (11)), provided only that households
in both groups had access to the same credit markets.

Let

(12) M b
t,t+j(G) =

∑
i∈G c

b
it+j∑

i∈G c
b
it

.

This is simply the ratio of the bth cross-sectional sample moment at
time t + j to the bth cross-sectional sample moment at time t. Then
M−γ

t,t+j(G1) is the obvious sample analog to the left-hand side of (11),
provided that the t+j cross-sectional moment is known at time t. Note
that this does not mean that any given individual knows the trajectory
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of their future consumption growth—rather, it means that all individ-
uals share similar and correct beliefs about the distribution from which
future consumption realizations will be drawn (see Kocherlakota and
Pistaferri, 2009, for a similar restriction). In any event, we have

(13) M−γ
t,t+j(G1) =

1
#G1

∑
i∈G1

c−γit+j
1

#G1

∑
i∈G1

c−γit

Note that no panel data is required here; only repeated cross-sections.
From (11), this calculation then provides an estimate of the average in-
tertemporal marginal rate of substitution for households in G2 even in
the complete absence of data on consumption growth rates for house-
holds in G2.

This trick of relating a ratio of cross-sectional moments for one group
to the average intertemporal marginal rate of substitution for another
is the key which allows us to draw inferences regarding risk, even in
the absence of direct data on household-specific rates of expenditure
growth.

3.4.2. Estimating the Distribution of Future Consumption. Calculat-
ing M−γ

t,t+j gives us an estimate of the average conditional moment of
household-level consumption growth, even when we don’t have a panel
of households. However, to calculate the risk faced by the household we
will typically need to know the probability distribution of future con-
sumption, not just a single moment of this distribution. To estimate
this probability distribution additional assumptions are required.

Accordingly, let cit+j = cite
εit+j , where εit+j is a continuously dis-

tributed random variable with a probability density function f(ε|θt,t+j),
where θt,t+j is a vector of (possibly unknown) parameters which may
vary across pairs of periods (t, t+j). As this notation suggests, we also
assume for any (t, t + j) that εit+j is conditionally independently and
identically distributed across the population.

We further assume that the support of εit+j is R. This assumption re-
garding support along with our assumption that εit+j is independently
and identically distributed implies a simple moment restriction relating
aggregate growth in expenditures to individual growth,

(14) Et

∑
i∈G

cit+j =
∑
i∈G

citEte
εit+j

which yields the sample counterpart

(15) M1
t,t+j(G) =

∫
f(logm|θt,t+j)dm.
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Next, from (11) one can see that we want to be able to compute time
t expectations of growth rates of the marginal utility of consumption

mit+j =
(

cit
cit+j

)γ
= e−γεit+j . Using the usual “inverse Jacobian” ap-

proach to computing the probability density of a function of a contin-
uous random variable, it follows that we have

Etmit+j =
1

γ

∫ ∞
0

f

(
−1

γ
logm

∣∣∣∣ θt,t+j) dm.
Conditional on knowing the density f and the vector of parameters
θt,t+j one could simply compute the conditional expectations which
appear in (11). However, in the more usual case even if one assumes
a particular density function f , one will still not know the parameters
θt,t+j. In this case, we case use the moment restriction (11) and the
sample counterpart of its left-hand side (13) to estimate the unknown
parameter. The parameter vector θt,t+j satisfies the pair of moment
conditions

(16) Et

∑
i∈P cit+j∑
i∈P cit

=

∫
f(logm|θt,t+j)dm

and

(17)
Et

∑
i∈P c

−γ
it+j∑

i∈P c
−γ
it

=
1

γ

∫ ∞
0

f

(
−1

γ
logm

∣∣∣∣ θt,t+j) dm.
Thus, if one knows the values of the left-hand side of these two moment
conditions and θt,t+j has just two elements, one can simply compute
these by solving the system (16) and (17) for θt,t+j. More typically,
of course, one won’t know the value of the population moments that
appear on the left-hand-side of these moment conditions, but these can
be estimated using the obvious sample moment conditions

(18) M1
t,t+j(G) =

∫ ∞
0

f(logm|θt,t+j)dm

and

(19) M−γ
t,t+j(G) =

1

γ

∫ ∞
0

f

(
−1

γ
logm

∣∣∣∣ θt,t+j) dm
for some sample G of the population.

At this point we must confront the awkward fact that the population
changes over time. What we really want is a sample G drawn from the
time t population, observed at both t and t + j. But this would typi-
cally require a longitudinal panel, and if we had such a panel we could
take a more direct approach to estimating household-level consumption
dynamics. The case which interests us here is the case in which we have
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only repeated cross-sections at t and t+ j. Sample households in such
cross-sections will ordinarily be chosen so as to be representative of the
current population, so that a sample of households at time t, Gt will
represent a somewhat different population than a sample of households
drawn at time t+ j.

In this situation, we can resort to constructing a “pseudo-panel” of
cohorts, along lines suggested by Deaton (1985). Our approach here
will be to simply calculate the empirical distribution of the ages of
household heads in year t, letting αa denote the proportion of the
heads of households in year t aged a years. Then to estimate the bth
cross-sectional sample moment of household consumption for Pt in year
t+ j, we use

Cb
t+j(Gt) =

∑
a

αa

∑
i∈Gt+j 1{agei = a+ j}cbit+j∑
i∈Gt+j 1{agei = a+ j}

,

where 1 is the Boolean indicator function, and agei is the age of the
head of the ith household.

Using this approach, our sample moment conditions become

(20)
C1
t+j(Gt)

C1
t (Gt)

=

∫ ∞
0

f(logm|θt,t+j)dm

and

(21)
C−γt+j(Gt)

C−γt (Gt)
=

1

γ

∫ ∞
0

f

(
−1

γ
logm

∣∣∣∣ θt,t+j) dm.
In the special case in which εit+j is normally distributed it’s possi-

ble to solve the moment conditions (18) and (21) on the back of an
envelope—no integration is required. Let the mean of εit+j be given
by µt,t+1, and its variance by σ2

t,t+j. We compute the mean directly,

with µt,t+j = log
(
c̄t+j
c̄t

)
. This leaves the parameter σ to estimate.

Exploiting our distributional assumptions,

µt,t+j +
σ2
t,t+j

2
=
−1

γ
logM−γ

t,t+j(G).

Since σ is a sufficient statistic for all the variation that a given house-
hold faces in expenditures, this is a very useful result, which allows
us to relate the risk an individual household faces to changes in the
cross-sectional moments of the consumption distribution.

The situation in which households faced no risk would imply that
σ = 0. In the no-risk case, expected utility for household i at time t+j
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can be written

EtU(cit+j) = U(Etcit+j) =

[
cite

µt,t+j+σ
2
t,t+j/2

]1−γ

1− γ
− 1

1− γ
,

while expected utility for the same household with risk can be written

EtU(cit+j) =
c1−γ
it

1− γ
e(1−γ)(µt,t+j+

1−γ
2
σ2
t,t+j) − 1

1− γ
.

The welfare cost of risk is simply the first of these less the second, or

(22) Riskit,t+j = U(Etcit+j)− EtU(cit+j)

=
c1−γ
it

1− γ
e(1−γ)(µt,t+j+

1
2
σ2
t,t+j)

[
e−γ

σ2

2 − eγ
σ2

2
(γ−2)

]
.

3.4.3. Risk from Changing Inequality. Rearranging (13) gives us

(23) Mt,t+j(G) =

1
#G

∑
i∈Gt+j c

−γ
it+j

1
#G

∑
i∈G c

−γ
it

=

1
#G

∑
i∈G

(
cit+j
c̄t+j

)−γ
1

#G

∑
i∈G

(
cit
c̄t

)−γ ( c̄t
c̄t+j

)γ
.

The expression
∑
c−γit which appears in equation (10) and elsewhere

is very closely related to the inequality measure of Atkinson (1970). To
see this, recall that Atkinson’s measure is defined up to a parameter α,
meant to measure “inequality aversion,” and is defined at time t by

(24) Aαt (P ) = 1− 1

c̄t

[
1

n

∑
i∈P

c1−α
it

] 1
1−α

.

Here the superscript α is a reminder that Atkinson’s measure of in-
equality is a function of the preference parameter α, and the argument
P is the index set for all the households in the population, so that
Aαt (P ) denotes Atkinson’s measure of inequality over the entire popu-
lation at time t. Rearranging (24) gives us

1

n

∑
i∈P

(
cit
c̄t

)1−α

= [1− Aαt (P )]1−α.
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Then, using the relationship between Atkinson’s inequality measure
described above, this implies

Mt,t+j(G) =

[
1− A1+γ

t (G)

1− A1+γ
t+j (G)

]γ (
c̄t
c̄t+j

)γ
.

Using this, we don’t even need household-level data on consumption—if
there are statistics on Atkinson inequality measures for the appropriate
values of γ and data on aggregate consumption growth, then one may
be able to calculate Mt,t+j(G) on the back of an envelope.

If the idiosyncratic shocks εit+j are normally distributed, then the re-
lationship between the variance parameters σ2

t,t+j and Atkinson’s mea-
sure of inequality is given by

(25) σ2
t,t+j/2 =

1

γ
log

[
1− A1+γ

t (G)

1− A1+γ
t+j (G)

]
.

It’s worth noticing at this point that for this estimate of the variance
to be well-defined, it must be the case that inequality is increasing over
time—if A1+γ

t > A1+γ
t+j then this implies that the variance σ2

t,t+j is nega-
tive. It is not, of course, impossible that inequality should decrease over
time. If it should seem to do so in a real-world dataset then one should
examine the assumptions which lead to the expression (25), perhaps
especially the assumption that all households have access to common
credit markets, so that the permanent income hypothesis governs in-
tertemporal variation in household-level expenditures (cf. Deaton and
Paxson, 1994).

Table 5 presents estimates of A1+γ
1995(G1995) and A1+γ

2006(G2006); other
than using a higher value of inequality aversion, the construction of
this table mirrors that of Table 3 perfectly. Substituting these into our
present expression then yields the result that σ2

1995,2006 = 0.160.

With this estimate of σ2
1995,2006 in hand, we’re ready to construct

an estimate of the welfare costs of risk households faced in 1995 over
the following decade. We can exploit this relationship between σ2

t,t+j

and our Atkinson inequality measures to express the estimated risk for
household i as a function of nothing more than Atkinson inequality
measures at time t and t+ j and aggregate growth µt,t+j:

Riskit,t+j =
c1−γ
it

1− γ
e(1−γ)µt,t+j

(1− A1+γ
t (P )

1− A1+γ
t+j (P )

) 1−γ
γ

−

(
1− A1+γ

t (P )

1− A1+γ
t+j (P )

) (1−γ)2
γ

 .
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γ = 3
Group 1995 1998 1999 2006
Pooled 0.583∗∗∗ 0.619∗∗∗ 0.628∗∗∗ 0.645∗∗∗

(0.009) (0.008) (0.008) (0.009)
Costa 0.496∗∗∗ 0.512∗∗∗ 0.512∗∗∗ 0.473∗∗∗

(0.010) (0.012) (0.014) (0.007)
Sierra 0.654∗∗∗ 0.718∗∗∗ 0.711∗∗∗ 0.730∗∗∗

(0.012) (0.010) (0.010) (0.008)
Amazonia 0.467∗∗∗ 0.356∗∗∗ — 0.652∗∗∗

(0.025) (0.019) — (0.019)

Table 5. Atkinson inequality measures, by year and
group. Figures in parentheses are standard errors. The
notation “***” indicates that the reported figures are sig-
nificantly different from zero at a 99 per cent confidence
level.

4. Results

Using the methods described in previous sections, we now turn our
attention to using these methods to develop an understanding of the
risk borne by Ecuadorean households over the period 1995–2006. Though
it would be possible, of course, to consider other sub-periods, we wish
to focus our attention here on the longest period of time available to
us. We take γ = 2 throughout, for two reasons: first, this is a value of
relative risk aversion in line with that chosen for many other empirical
micro-econometric studies; and second, with γ = 2 our measure of wel-
fare loss associated with vulnerability or risk turns out to have a very
convenient interpretation as the amount (measured as a proportion of
current expenditures) the household would be willing to sacrifice to
eliminate the source of risk, inequality, or vulnerability. So, for exam-
ple, a typical household’s measure of risk turns out to be exactly equal
to E1

c
− 1

Ec
. Since the units of expenditures are normalized so that per

capita consumption expenditures in 1995 are equal to one, then when
we average across a group of households, that tells us the amount that
that group would have been willing to collectively sacrifice as a share
of 1995 per capita expenditures.

With this interpretation in mind, we turn our attention to Table 6.
The first row, labeled “Decomposition” reports estimates of total vul-
nerability, equal to 1.117, which is equal to the sum of the reported
welfare costs associated with inequality (0.887) and total risk (0.168).
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Variables Vulnerability Inequality Risk
Decomposition 1.117∗∗∗ 0.887∗∗∗ 0.168∗∗∗

(0.031) (0.015) (0.003)
Urban 0.357∗∗∗ 0.264∗∗∗ 0.116∗∗∗

(0.024) (0.017) (0.002)
Rural 1.238∗∗∗ 0.860∗∗∗ 0.171∗∗∗

(0.034) (0.024) (0.002)
Indigenous 4.586∗∗∗ 3.668∗∗∗ 0.337∗∗∗

(0.069) (0.047) (0.004)

Table 6. Analysis of Vulnerability

Variables Vulnerability Inequality Risk
Decomposition 1.117∗∗∗ 0.887∗∗∗ 0.168∗∗∗

(0.031) (0.015) (0.003)
Quintile 1 2.683∗∗∗ 2.118∗∗∗ 0.286∗∗∗

(0.052) (0.030) (0.003)
Quintile 2 1.452∗∗∗ 1.185∗∗∗ 0.200∗∗∗

(0.035) (0.020) (0.002)
Quintile 3 0.639∗∗∗ 0.470∗∗∗ 0.135∗∗∗

(0.036) (0.020) (0.002)
Quintile 4 0.075∗∗ −0.029 0.089∗∗∗

(0.035) (0.020) (0.002)
Quintile 5 −0.470∗∗∗ −0.511∗∗∗ 0.045∗∗∗

(0.035) (0.020) (0.002)
Indigenous 2.974∗∗∗ 2.297∗∗∗ 0.211∗∗∗

(0.074) (0.042) (0.004)

Table 7. Analysis of Vulnerability

Interpreting the inequality figure first, this suggests that a social plan-
ner maximizing average utility across households in Ecuador would be
willing to sacrifice an average of nearly 89 per cent of average house-
hold per capita expenditures if she could instead face the problem of
allocating resources beginning with a society in which there was no
inequality in per capita household expenditures.

Of course, even in 1995 it would have been impossible to modify
initial levels of inequality, unless the social planner had some sort of
time machine. The best that one can possibly hope to do is to reduce
future inequality, and the only way to do this is to try and modify the
future probability distribution of expenditures for households, which is
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tantamount to changing the risk that they face. Current risk breeds
future inequality.

The total risk faced by the average household in 1995 was quite con-
siderable, amounting to 16.8 per cent. Again, the interpretation of
this is that the average household would have been willing in 1995 to
sacrifice 16.8 per cent of their 1995 expenditures if they could have
eliminated all idiosyncratic risk which would affect their expenditures
in 2006 (their level of expenditures would still grow with the aggre-
gate economy). This is really quite a large number; for comparison,
Ligon and Schechter (2003) find figures for total risk in Bulgaria in the
early nineties which are only about half of the Ecuadorean figure, and
this was the period of the tumultuous transition from communism in
Bulgaria.

The appropriate policy response to dealing with the risk documented
in Table 6 depends on the source of the risk, and on what sub-populations
are most affected. Table 6 also reports the vulnerability of various sub-
groups. So, for example, the total vulnerability of urban households
is only 0.357, compared with the Ecuador-wide average of 1.117. Ur-
ban households also bear less risk, 11.6 per cent compared with the
economy-wide average of 16.8 per cent, but the biggest difference in
vulnerability comes from the relatively low inequality for urban house-
holds, 26.4 per cent compared with 88.7 per cent. Note that this does
not mean that there’s less inequality among urban households than
among rural; the differences here instead principally reflect differences
between rural and urban households, and the fact that urban house-
holds’ consumption expenditures are closer to the per capita figure
than are rural households, simply because they’re wealthier on average
(see Table 1). Similarly, the enormous figure for average inequality for
indigenous households (whether urban or rural) is primarily a reflec-
tion of their much lower levels of wealth, not a reflection of inequality
within the group of indigenous households.

The figures for “Risk” are more usefully comparable across different
groups. Here we see that rural households would, on average, be willing
to pay 17 per cent of their 1995 expenditures in order to eliminate
uncertainty regarding their 2006 expenditures, compared to an average
of 16.8 per cent for the entire sample. Urban households face less risk,
11.6 per cent, while once again indigenous households bear the most,
with 33.7 per cent.7

7Our approach in this paper uses changes in inequality to draw inferences regard-
ing risk, and a look back at Table 3 will remind the reader that much the largest
change in inequality we observe occurs in the Amazon region—the change is large
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Are the very high levels of risk and inequality experienced by rural
and indigenous households a consequence of the fact that they’re rural
or indigenous, or because they’re simply poor? Table 7 documents our
approach to answering this question. We’ve divided the sample popu-
lation in the 1995 round of the survey into quintiles based on household
expenditures in this initial round. Table 7 shows that levels of vulner-
ability fall monotonically by expenditure quintile: the poorest quintile
has a vulnerability of 2.683, while the wealthiest has a vulnerability
of −0.470. Most of this variation in vulnerability is due to variation
in inequality; this variation is present entirely by construction. How-
ever, it’s still the case that the poorer the quintile, the greater the risk.
Average risk borne by households in the poorest quintile is 0.286, com-
pared with 0.168 for the sample as a whole. The wealthiest quintile’s
risk is only 0.045; however, it’s worth noticing that this level of risk is
still highly significant.

Variables Risk Regional Risk Cantonal Risk Parroquial Risk
Decomposition 0.168∗∗∗ 0.112∗∗∗ −0.017∗∗∗ 0.023∗∗∗

(0.003) (0.004) (0.006) (0.005)
Urban 0.116∗∗∗ 0.047∗∗∗ −0.044∗∗∗ −0.027∗∗∗

(0.002) (0.004) (0.007) (0.006)
Rural 0.171∗∗∗ 0.124∗∗∗ 0.011 0.072∗∗∗

(0.002) (0.005) (0.010) (0.008)
Indigenous 0.337∗∗∗ 0.384∗∗∗ 0.066∗∗∗ 0.132∗∗∗

(0.004) (0.010) (0.020) (0.017)

Table 8. Analysis of Risk

Table 8 breaks down the total risk faced by different groups to risk
that can be explained by shocks experienced at the level of the three
regions of the country and risk which can be explained by shocks expe-
rienced at the level of the Canton and the Parroquia (these do not sum
to total risk because a residual idiosyncratic element remains). Over-
all, regional risk (that is, risks across regions, reflecting region-level
shocks) account for a welfare cost of 0.112, almost exactly two-thirds

enough that one might be suspicious about the data from this region. What hap-
pens to our measure of vulnerability, inequality, and risk if data from the Amazon is
elided? It turns out that our measures of pooled inequality and overall vulnerability
aren’t much changed, but that our estimates of risk are sharply reduced, by about
35 per cent (the figures corresponding to the first row in Table 8 when we leave out
observations from the Amazon are (0.11, 0.09,−0.02, 0.02)). Interestingly, decom-
positions by urban/rural or expenditure quintile (see below) are less dramatically
affected.
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Variables Risk Regional Risk Cantonal Risk Parroquial Risk
Decomposition 0.168∗∗∗ 0.112∗∗∗ −0.017∗∗∗ 0.023∗∗∗

(0.003) (0.004) (0.006) (0.005)
Quintile 1 0.286∗∗∗ 0.200∗∗∗ 0.011 0.067∗∗∗

(0.003) (0.009) (0.019) (0.015)
Quintile 2 0.200∗∗∗ 0.103∗∗∗ −0.051∗∗∗ 0.015

(0.002) (0.006) (0.013) (0.010)
Quintile 3 0.135∗∗∗ 0.065∗∗∗ −0.031∗∗ 0.000

(0.002) (0.006) (0.013) (0.011)
Quintile 4 0.089∗∗∗ 0.041∗∗∗ −0.020 −0.006

(0.002) (0.006) (0.012) (0.010)
Quintile 5 0.045∗∗∗ 0.026∗∗∗ −0.018 −0.012

(0.002) (0.006) (0.013) (0.010)
Indigenous 0.211∗∗∗ 0.293∗∗∗ 0.056∗∗ 0.118∗∗∗

(0.004) (0.013) (0.026) (0.022)

Table 9. Analysis of Risk

of the total. This suggests quite a large degree of segregation among
the economies of the Sierra, the Costa, and the Oriente. Conditional
on regional risk, average cantonal risk is actually negative, indicating a
negative correlation with other sources of shocks, so that which actu-
ally helps to provide some insurance to households. Risk at the lowest
level of aggregation (the parroquia) adds something to the total; risk
across parroquias within a given canton involves an additional welfare
cost of 2 per cent on average.

A dissection of risk sources across rural and urban households is also
instructive. Rural households in general bear much more risk related
to geography, presumably because of the importance of agriculture to
many of these households and the importance of spatial shocks to agri-
cultural pursuits. Though total rural risk is 47 per cent greater than
urban, rural risk can be entirely accounted for by spatial shocks at
either the regional, the cantonal, or the parroquial level—remaining
idiosyncratic risk is actually negative, a consequence of a negative cor-
relation between idiosyncratic shocks and more aggregate sorts of risks.
In contrast, urban risk is predominately idiosyncratic; though there’s
a significant positive regional component to risk, total risk associated
with spatial shocks (those associated with regional, cantonal, or par-
roquial risks) are collectively negatively correlated with idiosyncratic
shocks; these latter, if not partly insured against by regional shocks to
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expenditures, would yield much larger levels of urban risk amounting
to 14.0 per cent.

Looking at an alternative dissection of risk, Table 9 reports how dif-
ferent sources of risk affect different (initial) expenditure quintiles. This
reveals a number of interesting patterns. First, the poorest quintile not
only bears more total risk than any other; it actually bears significantly
more risk in every category we consider. The poorest quintile would
be willing to sacrifice 20.0 per cent of their expected expenditures in
order to eliminate regional risk. They’re the only quintile harmed by
cantonal risk (for the other quintiles, cantonal variation is negatively
correlated with other sources of risk, so that the canton functions as a
source of insurance). And they’re the only quintile with a statistically
significant exposure to parroquial risk.

5. Conclusion

In this paper we’ve devised a set of methods for drawing inferences
about the risk households face by using only data on inequality from
multiple cross-sections. We apply these methods to the case of Ecuador,
where a political and financial crisis in the late nineties seems likely to
have had important impacts on household welfare.

We find that while the crisis of the nineties was important for the
country as a whole, it had a particularly large impact on the risk faced
by households in the country’s Sierra region, and that this greater risk
led to higher levels of inequality post-crisis. Between 1999 (the end of
the crisis) and 2006 household-level risk fell dramatically.

Despite important temporal variation in the risk borne by the av-
erage Ecuadorean household, risk is not equally shared across house-
holds. Rural, indigenous, and poor households are particularly exposed
to risk; further, the poorest quintile of households suffers disproportion-
ately from shocks at several different levels of geographical aggregation:
regional, cantonal, and parroquial.

There’s a lesson for policymakers in these patterns of risk across quin-
tiles. If one could eliminate all sources of risk for the poorest quintile,
our measurements suggest that that would improve the welfare of the
poorest roughly as much as a thirty per cent increase in their expected
expenditures. Further, there’s reason to be optimistic that this sort of
insurance could be provided at relatively low cost: microfinance, so-
cial security, and similar reasonably well-understood mechanisms seem
likely to have large effects on the risk borne by the poorest households
at relatively low cost.
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