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1 Introduction

This paper develops a novel positive model of informal contracting in which rewards and

punishments are not determined by an ex ante optimal contract but instead express the

ex post moral sentiments of the arbitrating party. We consider a subjective performance

evaluation problem in which the principal can privately assess the contribution of an agent

to the welfare of a broader group.1 The agent’s actions affect both his outcome and that of

the group. We assume that the principal cannot commit to transfer schemes, but instead

implements transfers that maximize her social preferences ex post. This may be because

the principal does not have commitment power, because she is not physically present at the

ex ante stage, or because specifying fully contingent contracts requires excessive cognitive

bandwidth. We show that social preferences impose intuitively plausible restrictions on

patterns of rewards and punishments, not captured by existing models of informal incentives

such as relational contracts.2 These restrictions have novel implications about the way

different types of externalities are internalized.

The game-form we use is straightforward. A principal can transfer resources between an

active agent, referred to as player A, and a broader group modeled as a single passive player

P . Player A takes a private action a ∈ {C,D} which induces stochastic payoffs for himself

and passive player P . Action C can be thought of as a pro-social action that increases the

expected payoff of player P at the expense of player A. The principal observes realized

payoffs to the different players, as well as an imperfect signal of player A’s behavior. The

principal’s evaluation is subjective in the sense of Baker et al. (1994): circumstancial evidence

of player A’s behavior is available to the principal, but is not usable by an external court.3

Transfers between players have an efficiency cost: the cost to the transferring party exceeds

1Throughout we refer to the agent as “he”, and to the principal as “she.” In our model, the broader
group is modeled as a passive player that takes no action and matters only through the principal’s social
preferences.

2See for instance Green and Porter (1984), Bull (1987), MacLeod and Malcomson (1989), Baker et al.
(1994, 2002), Levin (2003).

3Whether the principal’s signal is public or private plays no role in our setting. In richer contracting envi-
ronments MacLeod (2003) emphasizes the value of cross checking mechanisms to elicit correlated information
from the agent and the principal when signals are private.

2



the value transferred to the receiving party. These costs are modeled in a reduced-form way,

and reflect inefficiencies in the reallocation of resources, promotions, and decision rights.

The principal has no commitment power, and chooses ex post transfers that maximize her

social preferences. These transfers give rise to an informal incentive scheme which in turn

determines player A’s behavior. Given a specification of social preferences, we refer to the

corresponding transfer rule as a mode of informal justice.

Our main modeling assumption is that the principal determines transfers ex post based

on her sense of fairness. Social preferences are crucial to our model, because a principal

exclusively concerned with efficiency would never impose costly transfers. In determinis-

tic decision problems, our specification of the principal’s social preferences coincides with

the inequity-averse preferences suggested by Fehr and Schmidt (1999).4 To deal with the

stochastic nature of our environment we extend their model to accommodate two forms of

uncertainty: (i) exogenous uncertainty over outcomes given player A’s action, and (ii) en-

dogenous uncertainty over player A’s behavior. Motivated by experimental evidence, our

model of social preferences places weight on both ex post (or allocative) fairness, and ex

ante (or procedural) fairness. Allowing for preferences over ex ante fairness makes this a

non-expected-utility model and the principal need not be consequentialist (Machina, 1989):

the fairness of an unequal realized allocation depends on the fairness of the underlying lottery

which generated that outcome.

We show that two qualitatively distinct modes of informal justice can arise, depending on

the weight that the principal places on ex ante versus ex post fairness. When the principal

places a high weight on ex post fairness, rewards and punishments follow what we refer

to as outcome-based justice: transfers depend only on payoff outcomes, ignoring all side

information; there is no punitive justice, in the sense that transfers at most compensate

for realized inequality; and informal incentives induce a generically unique pure strategy

4 We pick the Fehr-Schmidt model as the basis for the principal’s preferences mainly because of its par-
simony and tractability. Other models of social preferences include: Bolton and Ockenfels (2000) (inequity
aversion); Rabin (1993), Dufwenberg and Kirchsteiger (2004), Falk and Fischbacher (2006) (fairness of inten-
tions); Levine (1998) (type-based reciprocity); Charness and Rabin (2002) (preferences for social welfare);
Benabou and Tirole (2006), Ellingsen and Johannesson (2007) (concerns for social reputation or self-respect).
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equilibrium. In the complementary case where the principal places a high weight on ex ante

fairness, rewards and punishment follow intent-based justice: transfers depend both on payoff

outcomes and on any available side information; punitive transfers going above and beyond

realized inequality are possible; finally, there may be multiple equilibria, and equilibrium

may require mixing by player A.

Under intent-based justice, our model implies novel and plausible restrictions on informal

incentives which we refer to as no-punishment-without-guilt. Specifically, we show that the

principal only imposes punishments on the agent if her posterior belief that the agent chose

non-pro-social action D is sufficiently high: because the principal cares about ex ante fair-

ness, she is unwilling to punish an agent she believes to have behaved in a pro-social manner.

As a result, rewards and punishments reflect actual changes in the principal’s belief over the

action taken by the agent. This contrasts significantly with existing models of formal and

informal contracting (including the seminal work of Holmström (1979), Harris and Raviv

(1979), Green and Porter (1984) or Bull (1987)) in which the agent’s behavior is known in

equilibrium, so that rewards and punishment are conditioned on noise and do not reflect

changes in posterior beliefs. We show that the no-punishment-without-guilt restriction has

significant consequences on the way positive and negative externalities are internalized. Neg-

ative externalities induce mixed strategy equilibria in which externalities are partially but

never fully internalized. Positive externalities induce multiple pure strategy equilibria, under

which externalities are either fully internalized or not at all.5

Finally, we outline efficiency properties of different modes of informal justice. We show

that outcome-based justice leads to efficient decision-making conditional on transfers, and

that it guarantees a minimum share of the efficient surplus. However, it remains bounded

away from first-best efficiency even as side information becomes arbitrarily precise. In con-

trast, intent-based justice admits a most pro-social equilibrium that approaches efficiency

5Positive and negative externalities are defined in reference to exogenously-given status quo expected
payoffs. In a negative externality environment, action C leaves passive player P at her status quo payoff,
while action D brings player P below her status quo payoff. In a positive externality environment, action D
leaves player P at her status quo payoff, while action C brings player P above her status quo payoff.
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as information becomes arbitrarily precise. However, even as information becomes precise,

intent-based justice may admit other equilibria achieving an arbitrarily low share of the ef-

ficient surplus. In this sense, intent-based justice is potentially more efficient, but also less

robust than outcome-based justice.

Our work is closely related to Fudenberg and Tirole (1990) who study the effect of

renegotiation in a canonical principal-agent problem. Because of moral hazard, the optimal

ex ante contract with commitment must expose the agent to some of the risk. Fudenberg

and Tirole (1990) drop the assumption that the principal has commitment power, and allow

for renegotiation at an interim stage occurring after the agent’s action is taken, but before

outcomes are realized. At this interim stage, it is Pareto improving for the principal to

offer the agent insurance. As a result, there cannot exist an equilibrium in which the agent

puts effort with probability one: renegotiation would lead to perfect insurance, thereby

removing all incentives for effort. Although Fudenberg and Tirole (1990) do not assume

that the principal has social preferences, interim contracts offered by the principal under

renegotiation constraints can be interpreted as maximizing social preferences taking the

form of an appropriately weighted average of the principal’s profits and the agent’s expected

utility. Our work can be viewed as embracing this behavioral interpretation of Fudenberg

and Tirole (1990), explicitly using a rich class of social preferences that reflect behavioral

evidence accumulated in recent years. By using actual social preferences as the motive for

ex post transfers, our model makes novel predictions on the way different externalities are

internalized, and avoids fragility to the timing of renegotiation from which Fudenberg and

Tirole (1990) suffers. In their model, when outcomes are known at the time of renegotiation,

there is no scope for insurance, and renegotiation has no bite on the ex ante optimal contract.

In our case, social preferences insure that there is a motive for redistribution regardless of

the information available.

Even though we consider a one-shot game, our work shares a common motivation with

the relational contracting literature. In the absence of formal ex ante contracts, the relational

contracts approach places plausible restrictions on rewards and punishments available for in-
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centive provision by requiring them to be subgame perfect in an appropriate repeated game

(see for instance Green and Porter (1984), Bull (1987), MacLeod and Malcomson (1989),

Baker et al. (1994, 2002), Levin (2003)).6 Our approach also places restrictions on punish-

ments and rewards by imposing that they be optimal from the perspective of a decision-maker

with social preferences. We show that this yields novel yet plausible restrictions on patterns

of rewards and punishments, with non-obvious implications for the way different types of

externalities are internalized.7

Because the principal’s social preferences play a central role in our framework, this pa-

per contributes to a growing literature at the intersection of contract theory and behavioral

economics. One strand of this literature takes contracts as given and contrasts their impli-

cations when agents are selfish and when agents have social preferences.8 Another line of

research investigates optimal contracting in the presence of agents with social preferences.9

Our paper embraces the idea that social preferences in and of themselves define informal

contracting heuristics that may be quite effective at sustaining efficient play. This echoes

Andreoni and Samuelson (2006) who show that social preferences successfully support coop-

eration in a finitely repeated prisoners’ dilemma, as well as Carmichael and MacLeod (2003)

and MacLeod (2007) who argue that social preferences may be rationalized as encoding for

efficient equilibrium play in a Nash demand game with sunk costs.

6For more recent work on relational contracts, see Chassang (2010), Board (2011), Halac (2012), Fong
and Li (2010), Li and Matouschek (2013).

7Compte and Postlewaite (2010) also explore the idea that emotions place restrictions on informal incen-
tives by studying a repeated game in which play is conditioned on emotional states rather the full history of
past observables. In their framework, emotions are purely informational states that do not affect preferences.

Note that in contrast to repeated games models of informal contracting, in our setting, equilibrium multi-
plicity is not a precondition for informal incentives to arise, but rather an outcome of interest reflecting the
mechanics of informal justice in particular environments.

8For instance, several studies show that generous fixed-wages induce fair-minded workers to increase
non-enforceable effort provision (Fehr et al., 1993, 1997, Fehr and Gächter, 1998, Falk and Gaechter, 2002,
Hannan et al., 2002, Charness, 2004, Charness et al., 2004). Other work suggests that explicit incentive
contracts can reduce effort by crowding out pro-social motivation (Gneezy and Rustichini, 2000, Fehr and
Falk, 2002, Benabou and Tirole, 2003, Ellingsen and Johannesson, 2008, Falk and Kosfeld, 2006).

9For example, it has been shown that in the presence of fair-minded agents non-enforceable bonus pay-
ments are a powerful motivator (Fehr et al., 2007), linear payment rules may be optimal (Englmaier and
Wambach, 2010), and rigid contracts that fix the terms ex ante may limit counterproductive behavior (Hart
and Moore, 2008, Fehr et al., 2011).
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The paper is structured as follows. Section 2 introduces the model and illustrates our

main qualitative points with a detailed example. Section 3 describes our general framework,

while Sections 4 and 5 characterize patterns of informal justice as a function of the principal’s

social preferences. Section 6 discusses our modeling choices as well as challenges for further

research. Online Appendix A provides several extensions. Proofs are contained in Online

Appendix B.

2 An Example

Because we emphasize ex ante (or procedural) fairness as a determinant of the principal’s

social preferences, ours is necessarily a non-expected utility model. For this reason, the

mechanics of equilibrium are a little unusual and we delineate them using a particularly

simple example. This example is sufficiently detailed to capture the main novel predictions

of our approach, making it a suitable summary of the paper. We generalize the analysis in

subsequent sections.

Motivation. Two assumptions are at the core of our model. The first is that in many

environments, the relevant principal may not be able to, or may choose not to, commit to

an ex ante contingent contract. The second is that in the absence of an ex ante contract, the

principal will decide on ex post transfers on the basis of her social preferences. To motivate

these assumptions, we describe four economically relevant settings that our model hopes to

capture.

Note that even when formal contracts are available in principle, they also carry high

fixed costs. Hence contracting or not should be regarded as an endogenous decision. When

studying such settings, a model like ours is needed to correctly specify what would happen

under the counterfactual in which contracts are not used.

Parental discipline is an important and natural example of informal contracting. Parents

do not typically commit to formal contracts specifying the way they will respond to a child’s
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behavior, but they frequently make disciplining decisions based on their intuitive moral

judgement. Intuitively, considerations of both ex post and ex ante fairness play a significant

role. If a child breaks the toy of a sibling, some transfer may be implemented regardless of

intent – this corresponds to ex post fairness. In addition, the parents’ response may also

depend on their perception of the child’s intentions, which is captured by ex ante fairness.

Keeping circumstantial evidence constant, a child expected to behave may get away scot-free,

whereas a child expected to misbehave may get additional punishment.

Formal commitment to ex ante contracts is also unlikely to be used at the lower echelons

of organizations. Since writing and implementing formal contracts carries high fixed costs,

they are only economically viable if the scale of the incentive problems they seek to correct

is sufficiently large. Imagine a manager responsible for a team of sales-people. A particular

sales-person may exert negative or positive externalities on his team by poaching customers,

or by providing expertise in dealing with clients’ questions and support issues. This is

too small an incentive problem to justify the legal costs required to contract. However, the

manager can still implement transfers across sales-people through her allocation of tasks, her

assignment of resources, or her decision to sponsor promotions. In the absence of contracts,

it is plausible that she will do so according to some sense of fairness, captured here by social

preferences. Indeed, the psychology literature on dispute settlement in organizations (see

for instance Folger and Konovsky (1989), Greenberg (1990), Lind et al. (1993) or Konovsky

(2000)) emphasizes the importance of ex ante (or procedural) fairness in the workings of

organizations. For instance, if the manager believes a sales-person increased his performance

by poaching the customers of an other, fairness concerns may cause her to direct new leads

to the slighted sales-person.

Even at the higher echelon of organizations, where the scale of incentive problems could

in principle justify legal costs, the use of ex ante contracts may be limited by bounded-

rationality constraints. Consider for instance the problem of a senior executive arbitrating

between two divisions of a company. At this scale, providing correct incentives to each divi-

sion head may well justify using formal contracts. For instance, to avoid market competition
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across divisions, a firm may consider formally excluding certain sales from the division-heads’

performance evaluation.10 However, the senior executive may also be unaware of other incen-

tive problems that can arise. For instance, one division may have the opportunity to support

the development of the other in a new geographic market in which it is already implanted.

If those circumstances are not anticipated at the time a formal contract is written, then the

senior executive is left to decide how they should affect ex post promotion decisions on the

basis of her ex post social preferences.

Finally, it may well be that the relevant principal in charge of implementing transfers is

not actually present at an ex ante stage before actions are taken. One such example is lay

juries arbitrating on a lawsuit. While jury members are given instructions regarding legal

procedure, these instructions offer the jury significant freedom in the assignment of guilt

and damages.11 Hence, at this ex post stage, the decisions of the jury necessarily express

the moral judgement of its members. In fact, jury instructions reinforce this view. They

clarify that in civil cases, the standard of proof for circumstantial evidence, preponderance of

the evidence, requires jury members to place posterior likelihood roughly greater than a half

on the reprehensible act having happened. This coincides with the no-punishment-without-

guilt property that we emphasize throughout the paper, as well as with classic models of jury

behavior (Feddersen and Pesendorfer, 1998). This also contrasts with existing formal and

informal contracting models (Holmström (1979), Harris and Raviv (1979), Green and Porter

(1984), Bull (1987)): juries are not instructed to condemn defendants whom they believe to

be innocent (in spite of circumstantial evidence). Furthermore, proposed jury instructions

available on the American Bar Association’s website (Velez v. Novartis, 2010) can arguably

be interpreted as expressing social preferences placing weight on both ex post and ex ante

fairness. In this gender discrimination case, jury instructions distinguish damages to be

awarded because of disparate impact of policies on men and women regardless of intent (this

10Volkswagen Group recently experienced such internal competition between its Skoda, Volkswagen, and
Audi divisions (Hawranek, 2010), leading to the firing of Skoda’s ambitious chairman.

11This is illustrated by the rising concern that juries have excessive leeway in specifying damages. See for
instance the recent (challenged) award of 23.6 Billion dollars in damages by a Florida jury (Robles, 2014).
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is ex post fairness), versus damages awarded because of disparate treatment, which captures

intent, and authorizes punitive damages (this is ex ante fairness).

2.1 Setup

We now provide a formal description of our framework, and illustrate it using the example

of a mid-level manager responsible for a group of sales-people.

Players. We consider a subjective performance evaluation problem in which a principal

(the manager) can privately assess the contribution of an agent (a sales-person) to the welfare

of a broader group (the sales-team). We model this broader group as a representative passive

player P with no strategic decisions to make, but whose welfare enters the social preferences

of the principal. The principal cares about both efficiency and fairness, which she can trade-

off using costly ex post transfers between players. We assume that outcome evaluations are

subjective and cannot be verified by outside parties (such as courts). The principal cannot

commit to an ex ante contract, and the transfers she chooses must be optimal from the

perspective of her ex post social preferences.

Actions and payoffs. Player A takes a private action a ∈ {C,D} which controls the

distribution of a public stochastic state z ∈ Z = {−1, 0, 1}:

z −1 0 1

prob(z|C) ν 1− 2ν ν

prob(z|D) 1 0 0

where ν ∈ (0, 1/4]. Player A and P ’s respective payoffs take the following form

uA = −[z + γ] and uP = 2[z + γ],
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where γ ∈ {0, 1} is a fixed parameter used to perform comparative statics across environ-

ments. Note that parameter γ merely shifts the payoffs of each player by a constant.

Payoffs uA and uP are interpreted as departures from either player’s outside option, i.e.

from the counterfactual payoff they would obtain if the other player was absent. When

z + γ > 0, player A has a positive externality on player P , and conversely, when z + γ < 0,

player A has a negative externality on P . Note that C is a pro-social action that increases

the likelihood with which states favorable to player P arise. Because of noise term ν > 0,

this is an imperfect monitoring framework and outcome z = −1 can happen even if player

A takes action C. Payoffs are designed to satisfy the following properties:

• for all values γ ∈ {0, 1}, E(uA + uP |C) > E(uA + uP |D):

action C maximizes the sum of payoffs;

• for all values γ ∈ {0, 1}, E(uA|C) < E(uA|D) and E(uP |C) > E(uP |D):

there is a conflict of interest — in the absence of additional incentives, player A would

take action D;

• for all values γ ∈ {0, 1} there exists a “status quo” action, i.e. an action a ∈ {C,D}

such that E(uA|a) = E(uP |a) = 0, corresponding to the expected payoffs each player

would obtain if the other party was absent.

Negative externality environments correspond to γ = 0. The status quo action is the

efficient action C. Action D benefits player A and imposes a negative expected externality

on player P . For instance, in our managerial example, C would correspond to neutral

behavior, while D would correspond to poaching customers that other sales-people have

been cultivating.

Positive externality environments correspond to γ = 1. The status quo action is the

inefficient action D. Action C is costly to player A but yields a positive expected externality

for player P . In our example, D would now be neutral behavior, while C would correspond

to sharing expertise on a particularly difficult case.
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Note that player A does not have social preferences and maximizes his expected payoffs.

To keep our model simple, only the principal has social preferences, which we describe now.12

The Principal’s problem. The realized state z (a sufficient statistic for payoffs uA, uP )

is observed by a principal who can implement a transfer Tz ∈ [−Tmax, Tmax] between the

two players. This transfer may, for example, be implemented by reassigning responsibilities,

tasks, or promotions. This results in an incentive scheme T : z 7→ Tz contingent on state

z. Transfer Tz has a dead-weight loss λ|Tz|, with λ ∈ (0, 1
2
), accruing to the transferring

party.13 We assume for simplicity that Tmax ≥ maxz |uA − uP |. By convention a positive

transfer corresponds to a transfer from player A to player P . Let us denote by

uTA ≡ uA − T − λT+ and uTP ≡ uP + T − λT−

player A and P ’s payoffs net of transfers, and by uT ≡ (uTA, u
T
P ) the corresponding profile of

payoffs.14 We denote by π ∈ ∆({C,D}) mixed strategies of player A. We interpret mixed

strategies as pure strategies played by a population of players. Given a belief π ∈ ∆({C,D}),

the principal chooses a transfer scheme T to maximize social preferences

V (π, T ) =
∑

a∈{C,D}

π(a)
(
E[uTA + uTP |a]− α

∣∣E[uTA − uTP |a]
∣∣) . (1)

These preferences can be viewed as a variant of Fehr and Schmidt (1999)’s model of social

preferences applied to ex ante payoffs. Whenever α = 0 the principal simply values ex

ante utilitarian efficiency. When α > 0, the principal values ex ante utilitarian efficiency

and dislikes ex ante inequity. This model of preferences captures preferences for ex ante

12Endowing the agent with social preferences would not change our qualitative predictions: arguably, the
agent’s payoffs could already include his social preferences. In addition, it is plausible that an a priori neutral
principal should be more sensitive to fairness concerns than directly interested parties.

13We think of the cost of transfers as arising from specificities in the resources being transferred from one
party to the other. To focus on the novel aspects of our model, we do not endogenize the cost of transfers. A
similar reduced-form assumption is frequent in the literature on optimal regulation. See for instance Laffont
and Tirole (1986) or Laffont and Martimort (2009).

14By convention, T+ = max{T, 0} and T− = max{−T, 0}.
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(or procedural) fairness: what matters to the principal is equality of opportunities.15 As

Machina (1989) highlights — using the example of a mother deciding how to allocate a piece

of candy between her two children and preferring a lottery over any certain outcome — this

is not an expected utility model and the principal is not consequentialist: given a realization

of payoffs, her preferences over transfers ex post depend on the counterfactual distribution of

potential payoffs.16 Such preferences for ex ante (or procedural) fairness are consistent with

experimental evidence from Bolton et al. (2005), Charness and Levine (2007) or Krawczyk

and Le Lec (2010).

Furthermore, the principal’s preferences differentiate strategic uncertainty arising from

mixed strategies π over actions, and non-strategic uncertainty arising from lotteries f(z|a)

over outcomes, given actions. Under our interpretation of mixed strategies as pure strategies

played by a population, this essentially assumes that the principal evaluates the fairness of

individual relationships between a given player A and a given player P , rather than fairness

at the population level. From the perspective of the principal, a situation in which player A

takes an action that benefits him with 50% chance and benefits the other player with 50%

chance is very different from a situation in which 50% of player As in the population take

the action that benefits them, while 50% of player As take the action that benefits the other

player. This insures that even when there is mixing at the population level, the principal

cares about the action taken by a given player A. Appendix A discusses the implications of

alternative modeling decisions.

From an empirical perspective, this modeling choice is consistent with recent findings by

Bohnet and Zeckhauser (2004) and Bohnet et al. (2008) showing that people treat lotteries

over social outcomes differently when the uncertainty is determined by strategic play by

others, and when it is determined by objective uncertainty, even if the experimental design

guarantees that the two lotteries have the same distribution over social consequences.

15To focus on the main novel points of the paper, the example here assumes that the principal cares solely
about ex ante fairness. Subsequent sections allow for a broader set of social preferences that also value ex
post fairness.

16See Fudenberg and Levine (2012) for a recent discussion.
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2.2 Ex ante contracting

As a benchmark, we describe the optimal ex ante contract when the principal has commit-

ment power. For any action a ∈ {C,D}, let us denote by ¬a the alternative action. The

optimal ex ante transfer scheme T : z ∈ Z 7→ Tz ∈ [−Tmax, Tmax] solves

max
a∈{C,D},T

V (a, T )
∣∣∣ E

[
uTA|a

]
≥ E

[
uTA|¬a

]
. (P1)

Fact 1 Any optimal contract (a∗, T ∗) solving P1 satisfies the following properties:

(i) for every λ ∈ (0, 1/2), α ∈ (0,+∞), and γ ∈ {0, 1} the optimal contract

implements action a∗ = C;

(ii) if γ = 0 the optimal transfer scheme satisfies T ∗(z = −1) > 0.

In words, point (i) observes that given our specific parameter restrictions, the optimal ex

ante contract implements pro-social action C regardless of social preferences α, and regard-

less of whether parameter γ defines an environment with positive or negative externalities.

Point (ii) states that if the environment is one with negative externalities (γ = 0), the prin-

cipal punishes player A whenever state z = −1 occurs. Note that this occurs, although in

equilibrium there is common knowledge that player A took action C. In our managerial

example, when customer poaching is a concern, the optimal ex ante contract would require

sales-person A to be penalized following performance that is unusually high compared to

that of others. Punishment must occur on the equilibrium path, even though the principal is

certain that the low performance of others is not due to customer poaching. This property,

which we name punishment-without-guilt, holds in most models of formal and informal con-

tracting, including Green and Porter (1984)’s model of oligopoly pricing. Firms trigger price

wars following poor demand realizations even though there is common knowledge in equilib-

rium that all firms cooperated. Punishment-without-guilt no longer holds in the model of

informal justice we analyze below.
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2.3 Informal Justice

We drop the assumption that the principal is able to commit to contracts ex ante and

instead we study the transfer scheme that she implements when maximizing her ex post

social preferences.

Informal justice in equilibrium. Because the principal cares about ex ante fairness,

the ex post transfer scheme T she implements depends on player A’s expected behavior π.

For instance, when the principal’s prior is that player A picked selfish action D, she will

be enclined to implement positive transfers from A to P . Since behavior π itself depends

on the incentives provided by transfer scheme T , we now have a game in which transfers T

determine behavior π, and behavior π determines transfers T . As was previously noted, the

principal is not consequentialist and we use Bayes Nash equilibrium as our solution concept.

Definition 1 (solution concept) For any distribution π ∈ ∆({C,D}), a pair (π, T ) is a

Bayes Nash equilibrium if and only if T ∈ arg maxT V (π, T ) and, for all a ∈ {C,D} such

that π(a) > 0, E(uTA|a) ≥ E(uTA|¬a).

For pure strategies π ∈ {C,D} we require that transfer scheme T π be the limit of optimal

transfer schemes T π̂ for full-support distributions π̂ ∈ ∆({C,D}) approaching π.17

One immediate difference with optimal ex ante contracts is that under informal justice,

incentives will be provided only if the deadweight loss of transfers λ is not too large compared

to inequity aversion parameter α.

Fact 2 Whenever α < λ
2+λ

, transfer scheme T is identically equal to 0 and the unique

equilibrium behavior is D.

Whenever α < λ
2+λ

, even though the principal would have liked to commit to non-zero

transfers ex ante (Fact 1), ex post — taking actions as given — the deadweight loss from

transfers overwhelms the fairness benefits they generate. We assume that α > λ
2+λ

for the

rest of the paper.

17Lemma 2 establishes the existence of such limit transfers.
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We now characterize the nature of incentives provided under informal justice. We first

establish that transfers must satisfy no-punishment-without-guilt. This restriction on incen-

tives will have implications for the way different externalities are internalized.

Given prior π ∈ ∆({C,D}), let us denote by π(a|z) the principal’s posterior belief that

action a was taken, given z.

Fact 3 (no punishment without guilt) ∀z ∈ Z,

T πz > 0⇒ π(D|z) >
λ

α(2 + λ)
(no punishment without guilt),

T πz < 0⇒ π(C|z) >
λ

α(2 + λ)
(no reward without virtue).

In words, the principal will only punish the agent when she holds a sufficiently high posterior

belief that the agent took action D — there is no punishment without guilt. Inversely, the

principal only rewards the agent when she holds a sufficiently high posterior belief that the

agent took action C — there is no reward without virtue.

This restriction on patterns of punishments and rewards has different implications de-

pending on the nature of externalities.

Negative externalities. Consider the case of negative externalities (γ = 0). Action C

yields status quo expected payoffs (i.e. E[uA|C] = E[uP |C] = 0). Action D imposes a

negative externality on P (i.e. E[uP |D] < 0 < E[uA|D]). The following result holds.

Fact 4 (homogeneous response to negative externalities) There exists a unique equi-

librium. Player A’s behavior π is characterized by

π(C) =
α(2 + λ)− λ

2νλ+ α(2 + λ)− λ
.

This result suggests that organizations may be homogeneous in their informal response to

negative externalities: negative externalities are systematically, but never fully, internalized.
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Clarifying why π(C) = 1 and π(D) = 1 are not consistent with an equilibrium is in-

structive. Imagine that π(C) = 1. No-punishment-without-guilt implies that the principal

will not implement any punishment. Furthermore, since this is a negative externality envi-

ronment, there is no expected inequality conditional on action C. Hence, the principal is

also unwilling to reward the agent. As a result, the principal provides no incentives, and C

cannot be an optimal response for the agent.

Imagine now that π(D) = 1. Since there is large inequality in expectation, the principal

will be willing to punish the agent. Optimal transfers satisfy T−1 = 3
2+λ

and T0, T1 ≤ 0 with

(1−ν)T0 +νT1 = −νT0. Therefore, player A’s expected payoffs from taking actions C and D

are E[uTA|C] = −ν 3λ
2+λ

> E[uTA|D] = −1+2λ
2+λ

. Hence, it is optimal for player A to take action

C.

Although negative externalities are never fully internalized (π(C) = 1 is not an equilib-

rium) they are always partially internalized (π(D) = 1 is not an equilibrium either). The

likelihood of pro-social behavior π(C) = α(2+λ)−λ
2νλ+α(2+λ)−λ ∈ (0, 1) is determined so that: (i) the

principal is willing to punish player A when z = −1 occurs; (ii) the corresponding transfers

keep player A indifferent between taking actions C and D. Note that the probability π(C)

of taking pro-social action C is strictly decreasing in noise parameter ν. Since the principal

is reluctant to impose transfers when player A may have taken action C, the possibility of

excuses (higher values of ν) limits the probability with which action C can be sustained.

In our management example this result suggests that a manager who values ex ante

fairness will never be able to fully prevent her sales-people from poaching clients from each

other. No-punishment-without-guilt implies that the manager is willing to take sanctions

only when she has a sufficiently strong posterior belief that a sales-person poached customers

from other team-members. Hence, some residual misbehavior must subsist for the principal

to be willing to enforce transfers. Since the manager’s willingness to punish depends on

her posterior beliefs, the minimum rate of customer-poaching needed for the manager to

act depends on her ability to infer behavior from outcomes. Keeping behavior fixed, noisier

signals make punishment feel less fair to the manager since they apply more frequently to
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well-behaving sales-people.

Positive externalities. Consider now the positive externality environment in which γ =

1. This environment differs from the negative externality environment only by shifts in

payoffs that do not affect the comparative benefits of each action: C maximizes the sum of

payoffs, and in the absence of transfers, player A would take action D. The key difference

with the negative externality setting is that the status quo action — under which each player

gets her outside option in expectation — is now the inefficient action D. Pro-social action

C now yields a strict increase in expected payoffs for player P and a loss in expected payoffs

for player A.

Fact 5 (heterogeneous response to positive externalities) (i) There exists

a laissez-faire equilibrium such that π(D) = 1 and ∀z, Tz = 0.

(ii) There also exists a pro-social equilibrium such that π(C) = 1,

T (z = −1) = 0 , T (z = 0) = − 3

2 + λ
and T (z = 1) = − 6

2 + λ
.

In contrast to the case of negative externalities, there now exist multiple equilibria. In

particular there exists an equilibrium in which externalities are not internalized at all, and

one in which externalities are fully internalized. In both equilibria excuses (i.e. the magnitude

of noise term ν) no longer affect the probability with which the efficient action C can be

sustained in equilibrium.

This result suggests that organizations may be heterogeneous in their informal response

to positive externalities, yielding different “firm cultures”. In the context of our example,

some sales-teams may adopt a laissez-faire culture in which sales-people focus on their own

accounts and do exert effort supporting one another. Consistent with this, the manager may

not find it fair to redistribute the benefits of private successes. In contrast, other sales-teams

may support one another with expertise. Given a particular success, the manager finds

it fair to assign credit to all team-members likely to have contributed, which incentivizes
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cooperative behavior in the first place.

The reasoning underlying Fact 5 is straightforward. If π(D) = 1, then there is no in-

equality in expected payoffs and the principal’s optimal policy is to implement zero transfers.

As a result, player A has no incentives to take action C. If instead π(C) = 1, then there is

inequality in expected payoffs and the principal’s optimal transfer scheme corrects for this

inequality by rewarding player A in states z = 0 and z = 1. Given transfers, player A’s

expected payoffs conditional on actions C and D are E
[
uTA|C

]
= 1−λ

2+λ
> E

[
uTA|D

]
= 0. As a

result player A takes action C.

As illustrated by this simple example, our model of informal incentives makes novel

predictions about patterns of punishments and rewards, and the behavior they incentivize.

Because the principal cares about ex ante fairness, she does not punish the agent unless

there is sufficiently high posterior probability that the agent misbehaved. This contrasts

with existing models of formal and informal contracting in which punishment occurs even

though there is common knowledge in equilibrium that the agent behaved well. In negative

externality environments, this implies that externalities can not be fully internalized, but are

always partially internalized. In positive externality environments, externalities may either

be fully internalized or not at all.

We believe that these predictions are plausible refinements of existing models of pun-

ishments and rewards, and that they could be tested both in the lab and in the field. For

instance our theory suggests that organizations will punish negative externalities in fairly

uniform and systematic ways, but may exhibit significant heterogeneity in whether or not

positive externalities are rewarded. This prediction speaks directly to the recent literature

on persistent productivity differences across seemingly similar enterprises (Gibbons et al.,

2010, Gibbons and Henderson, 2012). With such potential applications in mind, we now

explore how our predictions extend beyond the simple example of this section.
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3 General Framework

Our general framework extends that of Section 2 in several ways: (i) we allow for general

payoff distributions; (ii) in addition to realized payoffs, the principal may observe payoff-

irrelevant signals informative of the action taken by player A; (iii) we consider a broader

class of social preferences for the principal, which value both ex ante and ex post fairness.

These extensions allow us to better understand general qualitative properties of informal

justice, and let us ask richer questions. Do previous results generalize? How do different

social preferences affect informal justice? How does informal justice exploit information?

What are the efficiency properties of informal justice?

3.1 Setup

Payoffs and information. As in Section 2, player A takes an action a ∈ {C,D} which

affects her payoff and that of passive player P . The principal can implement transfers T

between the two players which come at a cost λ|T | to the transferring party, with λ > 0.18

The principal can now observe a richer set of consequences z = (u, x) ∈ Z = U × X,

where Z ⊂ Rk is compact, u ≡ (uA, uP ) ∈ U ⊂ R2 are payoff realizations, and x ∈ X is a

payoff-irrelevant signal informative of player A’s behavior. Let L denote the restriction of

the Lebesgue measure to Z and let f(z|a) denote the density of observable outcomes z given

action a against L. We assume that densities f(z|a) are bounded below by some value h > 0,

i.e. there is full support. We refer to (Z, f) as the environment, and its restriction to payoffs

(U, f|U) as the payoff environment. We maintain a common prior assumption throughout

the paper.

A strategy profile in this game is given by a pair (π, T ), where π ∈ ∆({C,D}) is a distri-

bution over actions by player A, and mapping T : Z → [−Tmax, Tmax] is a transfer function

chosen by the principal.19 We continue to interpret mixed strategies as pure strategies played

18Appendix A shows that our analysis is robust to perturbations to social preferences and to the cost of
transfers.

19Recall that Tmax ≥ maxz |uA − uP |.
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by a population of players. We maintain the requirement that λ
2+λ

< α, i.e. the principal has

sufficiently large preference for fairness. In addition, we make the following assumptions.

Assumption 1 The log-likelihood ratio log
(
f(z|a=D)
f(z|a=C)

)
∈ R, viewed as a random variable

under measure L, has a density, and a bounded convex support.20

This assumption is made for convenience: it helps ensure that optimal transfer policies are

unique and well behaved. To state continuity properties of transfer schemes, the space of

integrable functions from Z to R is endowed with the L1 norm || · ||1: for any integrable

function g : Z → R, ||g||1 =
∫
z∈Z |g(z)| dz.

Finally we assume that payoffs are centered in the following way.

Assumption 2 We assume that the following properties hold

(centering) ∀i ∈ {A,P},∃a ∈ {C,D} s.t. E[ui|a] ≥ 0 ≥ E[ui|¬a];

(conflict) ∃a ∈ {C,D} s.t. E[uA|a] > E[uA|¬a] and E[uP |a] < E[uP |¬a].

Centering extends our interpretation of payoffs ui as departures from a status quo or out-

side option. Conflict restricts attention to cases where external incentives are needed to

internalize externalities. The purpose of Assumption 2 is only to reduce the number of cases

covered in the analysis. Our model of informal justice remains well defined when Assumption

2 doesn’t hold. Without further loss of generality, we can assume that

E[uA|C] ≤ 0 ≤ E[uA|D] and E[uP |C] ≥ 0 ≥ E[uP |D].

This labels C as a pro-social action creating value for player P at the expense of player A.

The Principal’s problem. The principal’s social preferences are extended to allow for

preferences over both ex ante and ex post fairness. Recalling that uT = (uTA, u
T
P ) denotes

20To clarify, we view z ∈ Z as a random variable under measure L, and y(z) ≡ log
(
f(z|a=D)
f(z|a=C)

)
as an

induced random variable taking values in R, and associated with the measure L ◦ y−1.
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payoffs net of transfers, social preferences are described by utility function

V (π, T ) =
∑

a∈{C,D}

π(a)
(
δE
[
Φ(uT )

∣∣a]+ (1− δ)Φ
(
E
[
uT
∣∣a]) ), (2)

where Φ(u) ≡ uA + uP − α|uA − uP |, and δ ∈ [0, 1]. For δ = 1, the principal is a standard

expected utility maximizer who simply dislikes ex post inequality in payoffs. For δ = 0, we

are back to the case of Section 2: the principal cares only about ex ante fairness.

This model extends the preferences described in (1) by placing weight on both ex post

(or allocative) fairness E[Φ(uT )|a] and on ex ante (or procedural) fairness Φ(E[uT |a]). This

class of preferences is motivated by experimental evidence: Bolton et al. (2005), Charness

and Levine (2007), Cushman et al. (2009), Schächtele et al. (2011) as well as Krawczyk and

Le Lec (2010) all show that decision makers care about the fairness of both ex post realized

payoffs and ex ante prospects. When π is a point mass at C or D these preferences coincide

with models of choice over social lotteries proposed by Krawczyk (2011) and axiomatized by

Saito (2008, 2010). As in Section 2, the principal is non-consequentialist and we use Bayes

Nash equilibrium as our solution concept (Definition 1 continues to apply).

3.2 Forms of Contracting

The Ex Ante Optimal Benchmark. As a preliminary to our characterization of trans-

fers under informal justice, we briefly highlight benchmark properties of ex ante optimal

contracts (extending Fact 1).21 As in Section 2, the optimal ex ante contract T ex ante under

the principal’s preferences, solves

max
π∈∆({C,D}),T

V (π, T )
∣∣∣ ∀a ∈ {C,D}, π(a) > 0⇒ E[uTA|a] ≥ E[uTA|¬a]. (P1′)

Contract T ex ante satisfies the following intuitive properties.

(i) Pure and unique behavior. Optimal ex ante contracts implement a generically

21These properties are straightforward and proofs are omitted for concision.
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unique pure action a ∈ {C,D}.22

(ii) Use of information. Optimal ex ante contracts condition transfers on, and only

on, realized payoff differences uA − uP and likelihood ratio f(z|D)
f(z|C)

.

(iii) Punishment without guilt. Optimal ex ante contracts can exhibit punishment

without guilt: on the equilibrium path, player A may be penalized by positive

transfers Tz > 0 even though π(C) = 1, i.e. there is common knowledge that he

took pro-social action C.

(iv) Punitive justice. Optimal ex ante contracts can exhibit punitive justice, i.e.

transfers Tz > 0 that more than compensate for realized inequality, so that in

some state z, uA > uP but uTA < uTP .

Modes of Informal Justice. We contrast the ex ante optimal contracting framework

with the implicit incentive schemes provided by ex post fairness-driven transfers. It turns

out that there are two very distinct modes of informal justice depending on the weight that

the principal places on ex ante versus ex post fairness. These two modes of informal justice,

which we detail in Sections 4 and 5, are best described as outcome-based and intent-based

justice.

4 Outcome-Based Justice

We begin by assuming that δ > λ
α(2+λ)

. In this case, the weight δ placed on ex post fairness is

sufficiently large that the principal chooses transfers that equalize payoffs for each outcome

realization.

Proposition 1 For all behavior distribution π ∈ ∆({C,D}), the optimal transfer scheme is

T πz =
∆uz
2 + λ

≡ TO.

22Genericity is taken with respect to payoff mappings (uA, uP ) under the L1 norm.
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Generically with respect to payoff functions u : Z → R2, there exists a unique equilibrium

and it is in pure strategies, i.e. such that π(C) ∈ {0, 1}.

This mode of informal justice essentially follows talionic law: “an eye for an eye, a tooth for

a tooth.” We refer to this mode of informal justice as being outcome based and denote by

TO the corresponding transfer scheme. We emphasize two corollaries.

Corollary 1 (i) Transfer scheme TO depends on realized payoffs uz, and not on

signal x.23

(ii) No punitive damages are awarded.

(iii) There can be punishment-without-guilt, i.e. TOz > 0 even though π(C) = 1.

The next corollary notes that from an efficiency perspective, outcome-based justice im-

plies a version of the rotten kid theorem (Becker, 1974), adjusted for transfer costs.

Corollary 2 Consider a∗ an equilibrium action by player A under transfer scheme TO. We

have that

E[uT
O

A + uT
O

P |a∗] = max
a∈{C,D}

E[uT
O

A + uT
O

P |a]

= max
a∈{C,D}

E[uA + uP |a]− λ

2 + λ
E[|uA − uP ||a].

Indeed, since transfers TO equalize outcomes realization by realization, the payoff of player

A is proportional to the sum of payoffs. Hence player A will take the action maximizing total

payoffs. However, because outcome-based justice does not exploit potentially valuable side

information x, it makes excessive use of costly transfers, and as a result, informal incentives

derived from outcome-based justice remain bounded away from the equal ex ante optimal

payoffs by an amount λ
2+λ

mina∈{C,D} E[|uA−uP ||a]−|E[uA−uP |a]| , even when information

23Recall that observables z = (u, x) take the form of a payoff realization u and a signal x that is payoff-
irrelevant but informative about the agent’s behavior.
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becomes arbitrarily good.24

5 Intent-Based Justice

We now consider the case where the principal puts a sufficiently high weight on ex ante

fairness. Specifically, we assume that δ < λ
α(2+λ)

. We show that rewards and punishments

follow qualitatively different patterns.

5.1 Rewards and Punishments

Take a distribution of behavior π ∈ ∆({C,D}) as given. We first characterize the transfer

scheme T π solving maxT V (π, T ). Let fπ(z) ≡
∑

a∈{C,D} π(a)f(z|a) denote the induced

distribution over observables z ∈ Z, and for all a ∈ {C,D}, define posterior beliefs

π(a|z) ≡ π(a)f(z|a)∑
â∈{C,D} π(â)f(z|â)

.

For concision, we use the notation Σuz ≡ uA+uP and ∆uz ≡ uA−uP . Given transfers T , we

have ΣuTz = Σuz−λ|Tz| and ∆uTz = ∆uz− (2 +λ)Tz. Noting that π(a)f(z|a) = π(a|z)fπ(z),

the principal’s value function over transfer schemes can be expressed as

V (π, T ) =

∫
z∈Z

(Σuz − λ|Tz|) fπ(z) dz

− δα
∫
z∈Z
|∆uz − (2 + λ)Tz|fπ(z) dz

− (1− δ)α
∑

a∈{C,D}

∣∣∣∣∫
z∈Z

[
∆uz − (2 + λ)Tz

]
π(a|z)fπ(z) dz

∣∣∣∣ . (3)

The three terms in the principal’s value function respectively trade off minimizing the ef-

ficiency cost of transfers, minimizing ex post outcome inequality (allocative fairness), and

minimizing ex ante payoff inequality (procedural fairness). Note that the space of transfer

24See Appendix A for a detailed exploration of the efficiency properties of both outcome-based and intent-
based justice.
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functions T ∈ [−Tmax, Tmax]Z is convex and that V (π, T ) is concave in T .

Lemma 1 For any π ∈ ∆({C,D}), there exists an optimal transfer policy T π. In addition,

any optimal transfer policy T π is such that

E
[
∆uT

π ∣∣D] ≥ 0 ≥ E
[
∆uT

π ∣∣C] .
This implies that optimal transfers T π do not reverse existing payoff asymmetries: action

C continues to generate inequality in favor of player P , while action D generates inequality in

favor of player A. This lets us sign the term corresponding to ex ante fairness in expression

(3), and simplify the principal’s optimization problem. For any pair of multipliers µ =

(µC , µD) ≥ 0, define the Lagrangian

L(µ, z, Tz) ≡ −λ|Tz| − δα|∆uz − (2 + λ)Tz|+ (1− δ)α(2 + λ)[π(D|z)− π(C|z)]Tz

−µDπ(D|z)Tz + µCπ(C|z)Tz. (4)

Optimal transfer schemes can be characterized as follows.

Lemma 2 (characterization) For every distribution π in the interior of ∆({C,D}) and

every δ ∈ [0, 1], there exists a unique optimal transfer scheme T π. It takes the form

T πz = arg max
Tz∈[−Tmax,Tmax]

L(µ, z, Tz),

for a vector µ = (µC , µD) ≥ 0 such that max{µC , µD} ≤ (1− δ)α(2 + λ).

There exist unique transfer schemes TC and TD such that, under the L1 norm, limπ→C T
π =

TC and limπ→D T
π = TD.

Inspection of (4) yields that T πz depends only on realized inequality ∆uz and on the posterior

likelihood ratio π(D|z)
π(C|z) = π(D)f(z|D)

π(C)f(z|C)
. Through this likelihood ratio, transfers under informal

justice can depend on informative payoff-irrelevant signals x — a feature shared by optimal

ex ante contracts. However, unlike ex ante optimal contracts, transfers under informal justice
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also depend on prior beliefs π over behavior. In particular, the no-punishment-without-guilt

property outlined in Fact 3 extends as follows.

Proposition 2 (no punishment without guilt) For any interior π ∈ ∆({C,D}), there

exists thresholds −1 ≤ hmax
− < h∆

− < h∆
+ < hmax

+ ≤ 1 such that transfer policy T π takes the

form

T πz =



0 if π(D|z)− π(C|z) ∈ (h∆
−, h

∆
+)

−Tmax if π(D|z)− π(C|z) < hmax
−

Tmax if π(D|z)− π(C|z) > hmax
+

(∆uz)
+/(2 + λ) if π(D|z)− π(C|z) ∈ (h∆

+, h
max
+ )

−(∆uz)
−/(2 + λ) if π(D|z)− π(C|z) ∈ (hmax

− , h∆
−).25

There is no punishment-without-guilt: T πz > 0 ⇒ π(D|z) > 0; and no reward-without-

virtue: T πz < 0⇒ π(C|z) > 0.

Transfers take a threshold form dependent on the precision π(D|z)− π(C|z) with which the

behavior of player A can be inferred ex post. This is why we refer to this mode of informal

justice as being intent based. We emphasize again that the no-punishment-without-guilt

property contrasts sharply with existing models of informal contracting. Under intent-based

justice, when the posterior probability that player A took action C is sufficiently high, the

principal does not find it acceptable to punish him with costly transfers, even following poor

outcome realizations.

Before moving to equilibrium analysis, it interesting to note that patterns of transfers

follow three distinct regimes as a function of posterior beliefs:

1. For sufficiently extreme posterior beliefs π(D|z) − π(C|z), the magnitude of transfers

will be equal to Tmax (the maximum transfer to or away from player A). In such

circumstances transfers more than compensate for realized inequality: there can be

25 At the limit where π(C) = 1 or π(D) = 1, limit transfers respectively take the form TCz =

− 1
2+λ∆u−z 1 f(z|C)

f(z|D)
≥θ with θ such that E[∆uT

C |C] = 0 and TDz = 1
2+λ∆u+z 1 f(z|D)

f(z|C)
≥θ with θ such that

E[∆uT
D |D] = 0.

27



punitive justice.26

2. For sufficiently strong, but less extreme posterior beliefs, rewards and punishments are

implemented through selective fairness. If the principal tends to believe that player

A took action D, then she imposes transfers from A to P when realized payoffs are

unequal in favor of A, but she does not implement transfers when realized payoffs

are unequal in favor of P . This is consistent with findings by Henrich et al. (2006)

showing that perceived misbehavior is often punished by a withdrawal of informal

social protection.

3. For middling beliefs, transfers do not improve the principal’s sense of fairness enough

to compensate efficiency costs. She avoids transfers altogether.

5.2 Equilibrium Behavior

As was previously discussed, our model of informal justice is a Bayesian game in which

incentives provided by the principal and behavior by player A are jointly determined. We

first provide a general characterization of equilibrium behavior. We then study how the set

of equilibria changes in negative versus positive externality environments.

5.2.1 Existence and Structure of Equilibria

Since strategy profiles (π, T ) live in a high dimensional continuous space, existence of equilib-

rium requires a proof. We already know that given π, there exists a unique optimal transfer

scheme T π (Lemma 2). Let us denote by Γ(π) ≡ E[uT
π

A |C]− E[uT
π

A |D] player A’s incentives

to take pro-social action C under transfer scheme T π. Recall that f(·|a) denotes the distri-

bution of states z ∈ Z conditional on action a ∈ {C,D}. The following continuity property

holds.

Lemma 3 Transfer T π and mapping Γ(π) are continuous in π and f under the L1 norm.

26This region may be empty if hTmax
+ = 1 and hTmax

− = −1. See Lemma B.2 in Appendix B for sufficient
conditions insuring that this region is not empty in equilibrium.
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Existence of equilibrium follows immediately from the continuity of incentives with respect

to π. In particular, equilibria under intent-based justice are characterized by the zeros of Γ.

One useful implication is that there exists a most pro-social equilibrium (π, T π) characterized

by

π = arg max
π∈∆({C,D})

{π(C)|Γ(π) ≥ 0}.

Continuity with respect to f will turn out to be useful when taking comparative statics

with respect to environment (Z, f). In particular it will be instructive to consider the perfect

monitoring limit for environments (Z, f), defined as follows.

Definition 2 (perfect monitoring) Consider a sequence (Zn, fn)n∈N of environments, all

consistent with the same payoff environment (U, f|U). We say that this sequence of environ-

ments approaches perfect monitoring if and only if

∀κ > 0, lim
n→∞

probfn

(
fn(z|D)

fn(z|C)
> κ

∣∣∣D) = 1 and lim
n→∞

probfn

(
fn(z|C)

fn(z|D)
> κ

∣∣∣C) = 1.

As we approach the perfect monitoring limit, with arbitrarily high probability the principal

obtains an arbitrarily strong signal of which action was taken.

To illustrate the patterns of equilibrium behavior that can occur under intent-based

justice, we extend the analysis of purely negative and purely positive externality environment

of Section 2.

5.2.2 Negative Externalities

Take as given a payoff environment (U, f|U) such that status quo payoffs correspond to pro-

social action C, while D generates a negative externality for player P . Specifically, assume

that

E[uA|C] = E[uP |C] = 0, E[uA|D] > 0 > E[uP |D], (5)

and E [uA + uP |C]− E [uA + uP |D] > − λ

2 + λ
E[∆u|D].

29



The latter condition is automatically satisfied when action C generates a higher expected

sum of payoffs than action D. The following result holds.

Proposition 3 (homogeneous response to negative externalities) Take as given a pay-

off environment (U, f|U) satisfying (5).

(i) For any environment (Z, f) consistent with (U, f|U), there is no equilibrium

such that π(C) = 1.

(ii) Consider environments (Zn, fn)n≥0 consistent with (U, f|U), approaching per-

fect monitoring. For n sufficiently large, all equilibria (πn, Tn) satisfy πn(C) > 0.

Proposition 3 extends Fact 4 which showed that in the example of in Section 2, negative ex-

ternalities were associated with a unique, mixed-strategy, equilibrium: negative externalities

were always partially, but never fully internalized. The property that negative externalities

are never fully internalized extends. If C occurred with probability one, there would be no

expected inequality, and the principal would choose not to impose transfers.Furthermore,

negative externalities are always partially internalized provided information is sufficiently

good: as we approach perfect monitoring, all equilibria are such that π(C) > 0.

Note that while the assumption of purely negative externalities is knife edge, the conti-

nuity of transfer schemes with respect to f (Lemma 3) implies that Proposition 3 continues

to hold when payoffs are perturbed and condition (5) holds only approximately.

5.2.3 Positive Externalities

Take as given a payoff environment (U, f|U) such that D is a status quo action, while C

generates positive value for player P at a cost to player A. Formally, assume that

E[uA|D] = E[uP |D] = 0, E[uP |C] > 0 > E[uA|C], (6)

and E [uA + uP |C]− E [uA + uP |D] > − λ

2 + λ
E[∆u|C].
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The latter condition requires that there be sufficiently large efficiency gains to implementing

action C. The following holds.

Proposition 4 (heterogeneous response to to positive externalities) Take as given

a payoff environment (U, f|U) satisfying (6).

(i) For any environment (Z, f) consistent with payoff environment (U, f|U), there

always exists an equilibrium (π, T ) such that π(D) = 1 and T is identically equal

to zero.

(ii) Consider environments (Zn, fn)n≥0 consistent with (U, f|U), approaching per-

fect monitoring. For n sufficiently large, there exists an equilibrium (πn, Tn) such

that πn(C) = 1.

This extends Fact 5 of Section 2. Positive externality environments are consistent with

multiple pure strategy equilibria in which externalities are fully internalized, or not at all.

Note that as in Section 2, these two pure-strategy equilibria exist for information structures

f(z|a) in a neighborhood of the perfect monitoring limit, and therefore, are insensitive to

local perturbations in the signalling structure.

5.3 Information and the limits of intent-based justice

We now study the effectiveness of intent-based justice in sustaining pro-social behavior as a

function of the quality of information available to the principal. For this, we fix the payoff

environment and evaluate the ability of intent-based justice to provide incentives for pro-

social behavior as the information available to the principal varies. Specifically we fix payoff

environment (U, f|U) and assume throughout the rest of this section that

E[uA + uP |C]− E[uA + uP |D] >
λ

2 + λ
E[|uA − uP ||C].

This ensures that regardless of the full specification of environment (Z, f) (including side

signals x), the optimal ex ante contract induces action C.

31



The next proposition relates the quality of information available, the principal’s willing-

ness to punish, and the effectiveness of intent-based justice in inducing pro-social behavior.

It is useful to define ~ ≡
(

2− λ
α(2+λ)

)(
λ

α(2+λ)
− δ
)−1

> 0 and Ψ ≡ E[uA|D] − E[uA|C] +

1
2+λ

E[∆u|C]. Note that Ψ is strictly positive in negative externality environments since in

that case E[∆u|C] = 0.27

Proposition 5 (i) For any π ∈ ∆({C,D}), the probability that the principal

punishes player A conditional on action D being taken satisfies

prob(T π > 0|D) ≤ ~
π(D)

π(C)
E
[
f(z|D)

f(z|C)

∣∣∣D] . (7)

The most cooperative equilibrium (π, T π) satisfies

π(C) ≤ 1− Ψ

~Tmax

(
1 + E

[
f(z|D)
f(z|C)

∣∣∣D])+ Ψ
. (8)

(ii) Consider environments (Zn, fn)n≥0 approaching perfect monitoring. As n

goes to infinity, πn converges to C and V (T πn , πn) converges to the value obtained

under the optimal ex ante contract, i.e.

lim
n→∞

V (T ex ante
n , C)− V (T πn , πn) = 0.

Point (i) emphasizes that beliefs and information constrain the principal’s willingness to

punish. When the expected likelihood ratio E
[
f(z|D)
f(z|C)

∣∣∣D] is finite, so that we are bounded

away from perfect monitoring, the principal is unwilling to punish player A unless she has a

sufficiently high prior that he took action D.28 When punishments are necessary to sustain

27When Ψ > 0, the agent’s baseline payoff E[uA|D] conditional on action D is higher than the payoff
E[uA|C]− 1

2+λE[∆u|C] she would obtain under action C, even including rewards − 1
2+λE[∆u|C] sufficient to

remove expected payoff inequality between players. An implication of this (see the proof of Proposition 5
for details) is that whenever Ψ > 0, all equilibrium transfer schemes that induce player A to take action C
with positive probability must involve punishment with positive probability.

28This prediction is consistent with the experimental evidence of Fudenberg et al. (2012) who find that
noise increases leniency in the repeated prisoner’s dilemma with imperfect public monitoring.
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cooperation (whis is the case when Ψ > 0), this implies an upper-bound on the highest

amount of cooperation that can occur as a function of the quality of information available

to the principal.

In turn when the environment approaches perfect monitoring, intent-based justice can

sustain arbitrarily high levels of pro-social behavior and approaches the efficiency of ex ante

optimal contracts. This contrasts with outcome-based justice whose efficiency is bounded

away from the first-best regardless of the informativeness of side signal x. However, we

emphasize that point (ii) applies only to the most pro-social equilibrium (π, T π). Indeed,

intent-based justice is consistent with multiple equilibria, and some equilibria can yield an

arbitrarily low share of first-best surplus, even as information becomes arbitrarily good. This

is for instance the case in the (π = D,T = 0) laissez-faire equilibrium that arises in positive

externality environments (see Proposition 4). In this sense intent-based justice is potentially

more efficient, but also more fragile than outcome-based justice. We expand on this point

formally in Appendix A.

6 Discussion

6.1 Summary

This paper proposes a novel theory of informal contracting in which punishments and rewards

are awarded ex post by a principal maximizing her social preferences. We show that two

qualitatively distinct modes of informal justice can arise, depending on the weight that the

principal places on ex ante versus ex post fairness. When the principal places a high weight on

ex post fairness, rewards and punishments follow what we refer to as outcome-based justice:

transfers depend only on payoff outcomes, ignoring all side information; there is no punitive

justice, in the sense that transfers at most compensate for realized inequality; and informal

incentives induce a generically unique pure strategy equilibrium. In the complementary

case where the principal places a high weight on ex ante fairness, rewards and punishment

follow intent-based justice: transfers depend both on payoff outcomes and on the principal’s
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posterior beliefs over the agent’s behavior (and to that extent, on payoff-irrelevant side

information); punitive transfers going above and beyond realized inequality are possible;

finally, there may be multiple equilibria, and equilibrium may require mixing from the agent.

Under intent-based justice, ex ante fairness concerns imply that the principal never im-

poses punishments on an agent whom she believes to have taken pro-social action C. This

no-punishment-without-guilt property is a restriction on equilibrium incentives which stands

in sharp contrast with existing models of formal and informal contracting (Holmström (1979),

Harris and Raviv (1979), Green and Porter (1984), Bull (1987)) in which punishment occurs

following poor realizations even though there is common knowledge that the agent took the

correct action in equilibrium. This restriction on incentives has novel implications for the

way different externalities are internalized. We show that negative externalities are never

fully internalized, but are always partially internalized provided that the quality of informa-

tion is sufficiently good. In contrast, positive externalities are consistent with multiple pure

strategy equilibria in which externalities are either fully internalized or not at all.

Finally, we explore the efficiency properties of various modes of informal justice. Outcome-

based justice leads to efficient behavior conditional on transfers and guarantees a fixed share

of first-best surplus. However, outcome-based justice does not exploit informative payoff-

irrelevant signals. As a result, it makes excessive use of costly transfers and remains bounded

away from efficiency even when signals are arbitrarily precise. In contrast, intent-based

justice exploits all information and admits a most pro-social equilibrium that approaches

first-best efficiency as signals become arbitrarily precise. However intent-based justice can

be consistent with multiple equilibria, some of which may yield an arbitrarily low share of

first-best surplus. In this sense, one may describe intent-based justice as potentially more

efficient but also more fragile than outcome-based justice.

6.2 Modeling Choices

The principal’s social preferences play a central role in our analysis. Our specification of

social preferences is motivated by significant experimental evidence and its simplicity allows
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us to easily track the consequences of novel features we introduce. While this is our pre-

ferred model, our approach to informal justice generalizes to other specifications of social

preferences that rely less on Fehr and Schmidt (1999)’s model of inequality aversion. We

discuss the pros and cons of alternative specifications as well as the modeling concerns that

guided our choice.

One attractive alternative is to use a type-based model of social preferences, with “al-

truistic” and “selfish” types, along the lines of Levine (1998) or Benabou and Tirole (2006).

This specification would also lead to a Bayesian game potentially consistent with multiple

equilibria. The main theoretical advantage of such a model is that the principal could be

endowed with standard expected utility. In addition, the narrative that people are either “al-

truistic” or “selfish” and that we reward them based on our beliefs about their type sounds

plausible. The disadvantage of such a model is that it relies on unobserved, payoff-irrelevant,

types that the principal cares about. Importantly, the principal’s belief over the distribution

of such types matters for the structure of equilibria. This is an additional unobserved degree

of freedom which makes inference and prediction more difficult, and which our model does

not need. In our model, the principal cares about actions only because of their payoff conse-

quences. This allows us to make predictions on the structure of equilibria only as a function

of the payoff environment. Also, some of the main predictions of our model wouldn’t hold

under existing type-based frameworks. For instance, shifts in payoffs that turn negative ex-

ternality environments into positive externality environments have significant consequences

in our model but wouldn’t in the usual type-based models, since the signaling value of actions

is not affected by uniform shifts in payoffs.

Broadly speaking, our model of preferences fits in the general framework of psychological

game theory (Geanakoplos et al., 1989, Battigalli and Dufwenberg, 2009), suitably extended

to allow for dynamic play, uncertainty, and preferences that depend on a player’s beliefs over

her own moves (the principal cares about her own counterfactual transfers when assigning

rewards and punishments). A helpful simplification of our model is that preferences depend

only on first order beliefs over behavior and outcomes, rather than on an entire hierarchy
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of beliefs. A corresponding limitation of our approach is that, although intentions matter

in our model, we do not capture some of the more subtle phenomena that the literature

on psychological games has been interested in (see for instance Rabin, 1993, Dufwenberg

and Kirchsteiger, 2004, Falk and Fischbacher, 2006). In particular, under our model, the

principal’s optimal transfer scheme is independent of alternative decisions that are available

but not chosen by player A. One channel through which non-chosen alternatives could

matter is by affecting the reference point used to normalize payoffs. Here we consider payoff

deviations from an outside option. One alternative would be to look at deviations from a

Nash bargaining outcome.

6.3 Further Work

There are several directions for further research under our general framework. For instance

our analysis has focused on a relatively simple case in which realized payoffs are observable

and there is no selection of cases presented to the principal. It would be valuable to relax

both of these hypotheses, although we do not suspect that this would yield radically different

predictions. Other directions for further research include the following.

Experiments. Our model makes specific and plausible predictions concerning, for in-

stance, correlations between certain features of informal contracts,29 or the way positive

and negative externalities are internalized under informal justice. These predictions are

amenable to experimental validation which would help distinguish our model from possible

variants, for instance models using type-based social preferences.

Framing. Another avenue for further research is to investigate the issue of time consis-

tency in the principal’s preferences, and the resulting scope for framing. As was previously

noted, because the principal is not an expected utility maximizer she is not consequentialist

29Outcome-based justice exhibits no punitive damages, no use of information, and punishment without
guilt. Intent-based justice exhibits punitive damages, dependence on information, and no punishment with-
out guilt.
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(Machina, 1989). This means that informal incentives depend on what stage of the game is

specified as the principal’s ex ante perspective. In other words, our model may be sensitive

to framing effects. Consider for instance the case of a pharmaceutical company acquiring

costly information to discover if a drug is highly likely, somewhat likely, or very unlikely

to have bad side effects, intending to withdraw the drug only in the case where bad side

effects are highly likely. Under our model, the principal may view the pharmaceutical com-

pany as fair if she sets the ex ante stage before the firm acquires costly information, but

may view the firm as unfair if she sets the ex ante stage at the point where the company

has already acquired information and makes a commercialization decision knowing that the

drug is somewhat likely to have bad side effects. While the scope for framing adds degrees

of freedom which make prediction and inference more difficult, it may also be realistic.

Reciprocal punishment. The ambition of our research agenda is to construct successful

positive models of informal rewards and punishments. In this respect, an important direction

for future research is to allow for players that are not disciplined by a third party principal,

but have social preferences of their own and are self-disciplined by the threat of future

punishment. While an extension to infinitely repeated games seems daunting at this stage,

the analysis of two-period repeated games may already prove informative. Indeed we know

that players with social preferences can sustain cooperation in the twice-repeated Prisoners’

Dilemma (Andreoni and Samuelson, 2006). The hope is that our framework can be leveraged

to improve our positive understanding of reward and punishment in repeated relationships.
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A Extensions

This appendix presents several extensions: we explore in greater detail the efficiency prop-

erties of outcome and intent-based justice; we discuss the importance of capturing betrayal

aversion (Bohnet and Zeckhauser, 2004, Bohnet et al., 2008) in our model of social prefer-

ences; we establish the robustness of our results to small perturbations in social preferences

and in the cost of transfers; finally, we outline a simple model of endogenously incomplete

contracts using the model of informal justice developed in this paper as a building block.

A.1 Efficiency Properties of Informal Justice

A.1.1 A Benchmark for Welfare Comparisons

Our analysis of informal justice is entirely positive and we do not seek to interpret the

principal’s preferences as having welfare content: the principal’s social preferences simply

describe her choices. In this appendix, we explore the extent to which transfer schemes that

arise as we vary the preferences of the principal can serve as useful contracting heuristics.1

∗Chassang: chassang@princeton.edu, Zehnder: christian.zehnder@unil.ch.
1Note that we do not attempt to endogenize preferences as encoding for optimal heuristics, or as the

rest point of an evolutionary dynamic. For work along these lines, see Frank (1987), Sethi and Somanathan
(1996), Samuelson (2001, 2004), Dekel et al. (2007), Rayo and Becker (2007), Robson and Samuelson (2007).
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For this purpose, we find it informative to evaluate the efficiency properties of different modes

of informal justice against a single measure of welfare fixed independently of the principal’s

preferences. Up to a normalization constant we use expected utilitarian efficiency as our

measure of surplus. We think of this as a sensible choice, but recognize that it is arbitrary

and that similar exercises using other measures of surplus would be equally justified.

A measure of surplus. Let u ≡ infz∈Z{uA, uP}. For any transfer scheme T and distri-

bution π ∈ ∆({C,D}), we define surplus S(π, T ) by

S(π, T ) ≡ E[uTA + uTP − 2u|π].

Normalizing the sum of payoffs by 2u guarantees that this measure of surplus is positive,

at least for equilibrium transfers schemes. This convention facilitates the statement of per-

formance bounds. In addition we denote by S∗(T ) the surplus S(π, T ) for the behavior π

induced by T .2

Benchmark surplus. As a benchmark we consider the ex ante contract T fair that maxi-

mizes utilitarian welfare while keeping the players’ expected values equal. T fair is the solution

to

max
a,T

E
[

ΣuT
∣∣ a ] ∣∣∣ E[uTA|a] = E[uTP |a] and E[uTA|a] ≥ E[uTA|¬a]. (1)

We denote by afair the corresponding action.

A.1.2 Outcome-Based Justice

Assume that δ > λ
α(2+λ)

, so that justice is outcome based. Recall that TOz = ∆uz/(2 + λ)

denotes the corresponding transfer scheme and denote by aO ∈ {C,D} the (generically

unique) action it induces. Outcome-based justice is costly since it requires inefficient transfers

whenever outcomes are unequal, even though players may be getting equal ex ante expected

payoffs. The upside of outcome-based justice, which follows from its ex post nature, is that

it satisfies robust prior-free performance bounds.

2If player A is indifferent between multiple actions, we break ties in favor of the action giving the highest
surplus. Our results would not be affected by other tie-breaking rules.
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Proposition A.1 (efficiency bounds) We have that

S(aO, TO) ≥ 2

2 + λ
S∗(T fair).

This bound is tight: for every ε > 0, there exists payoff environments (U, f|U) such that

for every consistent environment (Z, f), S(aO, TO) ≤ (1 + ε) 2
2+λ

S∗(T fair).

Proof: We have that

S(aO, TO) = maxa∈{C,D} E
(
uA + uP − 2u− λ|TO|

∣∣a) ≥ E
(
uA + uP − 2u− λ|TO|

∣∣afair)
≥ E[uA − uP − 2u|afair]− λ

2+λ
E
(
|uA − u+ u− uP |

∣∣afair)
≥ E[uA − uP − 2u|afair]− λ

2+λ
E
(
uA − u+ uP − u

∣∣afair) ≥ 2
2+λ

S∗(T fair).

We now show that this bound is tight. Take an underlying set of states Z that can be broken

down in three subsets of positive measure denoted by Z0, Z1 and Z2. The payoff environment

is defined by

Zi uA(z), uP (z)|z ∈ Zi prob(Zi|C) prob(Zi|D)

Z0 1,−A ν 1− ν
Z1 −A− 1, A+ 1 1−ν

2
ν
2

Z2 A− 1,−A+ 1 1−ν
2

ν
2

where A > 0 will be allowed to grow large and ν > 0 will be small compared to 1
A

. Indeed,

consider first A large, and then let ν go to zero. Using standard Landau notation, we have

that S∗(T fair) ∼ 2A, S(C, TO) ∼ 2
2+λ

2A and S(D,TO) ∼ 2
2+λ

A. Using point (i), we therefore

obtain that S(aO,TO)
S∗(T fair)

∼ 2
2+λ

. This concludes the proof. �

It is worth emphasizing that outcome-based justice is robust to misspecified priors, which

is not true of the optimal contract T fair. For this exercise, we keep the set of observables Z

fixed but let the distribution f of observables vary. We emphasize the a priori dependency

of objects such as T fair
f and S∗f (T ) on distribution f by keeping it as a subscript.

Corollary A.1 We have that

inf
f,f̂

S∗
f̂

(
TOf
)

S∗
f̂

(
T fair
f̂

) =
2

2 + λ
and inf

f,f̂

S∗
f̂

(
T fair
f

)
S∗
f̂

(
T fair
f̂

) = 0.

In words, outcome based justice robustly guarantees a share 2
2+λ

of first-best surplus regard-

less of the distribution of states z ∈ Z. In contrast, optimal ex ante contracts constructed
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for a specific environment do not guarantee any positive share of first-best surplus if the en-

vironment is misspecified. This occurs in part because optimal contracts increase efficiency

at the expense of incentive compatibility: IC constraints frequently hold only with equality

under optimal contracts.

Proof: The fact that inff,f̂
S∗
f̂
(TOf )

S∗
f̂

(
T fair
f̂

) = 2
2+λ

follows immediately from Proposition A.1,

noting that outcome-based transfer scheme TOf does not depend on the distribution f of

outcomes.

We now show that inff,f̂
S∗
f̂
(T fair
f )

S∗
f̂

(
T fair
f̂

) = 0 by exhibiting a class of examples leveraging the

fact that optimality of transfers T fair
f frequently implies tight incentive constraints. Take an

underlying set of states Z that can be broken down in three subsets of positive measure

denoted by Z0, Z1 and Z2. The payoff environment is defined by

Zi uA(z), uP (z)|z ∈ Zi prob(Zi|C) prob(Zi|D)

Z0 0, 0 1− ν − η ν

Z1 1,−1 ν 1− 2ν

Z2 −1, A η ν

where A > 0 will be taken to be large and ν > 0 will be small compared to 1/A. Finally, we

impose that for all a ∈ {C,D}, distribution f(z|a) is such that for all Zi ∈ {Z0, Z1, Z2},

∀z ∈ Zi,
∣∣∣∣f(z|C)

f(z|D)
− prob(Zi|C)

prob(Zi|D)

∣∣∣∣ ≤ ε

with ε small.

Consider as our baseline environment f settings in which η = ν and fix A large. For ν and

ε sufficiently small, the optimal contract T fair will implement action C. Furthermore since

expected inequality E[∆u|C] ∼ ηA goes to zero as η becomes small, incentive compatibility

constraint Ef [u
T fair
f

A |C] ≥ Ef [u
T fair
f

A |D] will be binding. Finally, since f(z|C)
f(z|D)

∈ [1 − ε, 1 + ε] for

z ∈ Z2, we will have T fair
f (z) = 0 for z ∈ Z2. For A large, we have that S∗f (T

fair
f ) = o(A).

Keeping fixed the value of A, ε and ν, consider now perturbed environments such that

η > ν. In particular, consider η such that ηA is large compared to 1. Denote by f̂ that

environment. We have that S∗
f̂
(T fair

f̂
) ∼ 2

2+λ
ηA. Considering that Tf (z) = 0 for z ∈ Z2 and

since incentive compatibility was tight under f , we now have that Ef̂ [u
T fair
f

A |C] < Ef̂ [u
T fair
f

A |D].

Hence player A now takes action D and for A large, S∗
f̂
(T fair

f ) = o(A). This implies that

4



indeed inff,f̂
S∗
f̂
(T fair
f )

S∗
f̂

(
T fair
f̂

) = 0. �

A.1.3 Intent-based Justice

We now assume that δ < λ
α(2+λ)

so that transfers follow intent-based justice. We first note

that provided it implements the same behavior as outcome-based justice, intent-based justice

is more efficient.

Fact A.1 Consider a transfer scheme T π corresponding to some belief π. For any action

a ∈ {C,D}, S(a, T π) ≥ S(a, TO).

Proof: Since surplus measures S(a, T π) and S(a, TO) take decision a as given, they differ

only by the cost of implementing transfers T π and TO. By definition, T π solves

max
T
−λ
∫
Z

|Tz|fπ(z) dz− δα
∫
Z

|∆uz − (2 + λ)Tz|fπ(z) dz− (1− δ)α
∑

a∈{C,D}

π(a)
∣∣E[∆uT |a]

∣∣ .
Since TO is a possible transfer function, it follows that

−λ
∫
Z

|T πz |fπ(z) dz − δα
∫
Z

|∆uz − (2 + λ)T πz |fπ(z) dz − (1− δ)α
∑

a∈{C,D}

π(a)
∣∣E[∆uT

π |a]
∣∣

≥ −λ
∫
Z

|TOz |fπ(z) dz

⇒ −λ
∫
Z

|T πz |fπ(z) dz ≥ −λ
∫
Z

|TOz |fπ(z) dz.

Hence the transfer costs induced by T π are necessarily lower than those induced by TO. �

The efficiency gains come from the fact that intent-based justice saves on transfer costs.

However intent-based justice need not implement the same actions as outcome-based justice.

As a consequence it is ambiguous whether intent-based justice is more or less efficient that

outcome-based justice. The following holds.

Proposition A.2 (i) For every ε > 0, there exists a payoff environment (U, f|U)

such that every consistent environment (Z, f) admits an equilibrium (π, T π) sat-

isfying S(π, T π) ≤ εS∗(T fair).
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(ii) For every environment (Z, f), there exists an equilibrium (π, T π) satisfying

S(π, T π) ≥ 1

2 + λ

(
1− λ

α(2 + λ)

)
S∗(T fair). (2)

Point (i) highlights the potential cost of equilibrium multiplicity. In particular, we know

from Proposition 4 that games with positive externalities admit an equilibrium such that

π(D) = 1 regardless of the efficiency gains from taking action C. As a result intent-based

justice can achieve an arbitrarily small share of the first best.

Point (ii) shows that while intent-based justice can be consistent with arbitrarily ineffi-

cient equilibria, intent-based justice also admits a high-efficiency equilibrium that yields a

fixed share of the first-best. In fact, we know from Proposition 5 that as the information

structure approaches perfect monitoring, this high efficiency equilibrium attains the first

best.

Points (i) and (ii) both contrast with the case of outcome-based justice, which is not

vulnerable to inefficient equilibrium selection, but is also bounded away from efficiency, even

as information becomes arbitrarily precise.

Proof: We begin with point (i) and show that for every ε > 0, there exists a payoff

environment (U, f|U) such that every consistent environment (Z, f) admits an equilibrium

(π, T π) satisfying S(π, T π) ≤ εS∗(T fair). The proof is by example. Take an underlying set of

states Z that can be broken down in two subsets of positive measure denoted by Z0 and Z1.

The payoff environment is defined by

Zi uA(z), uP (z)|z ∈ Zi prob(Zi|C) prob(Zi|D)

Z0 −A,A2 A
1+A

1
1+A

Z1 1,−A 1
1+A

A
1+A

where A > 0 is arbitrarily large compared to 1. Expected payoffs conditional on player

A taking action D are E[uA|D] = E[uP |D] = 0. This is an environment with positive

externalities and Proposition 4 applies: conditional on action D, the principal’s preferred

transfer scheme is identically equal to 0 and action D is indeed player A’s best response.

The corresponding surplus is S(D, 0) = 2A. In contrast, for A large the optimal fair contract

T fair induces action C and guarantees a surplus S∗(T fair) ∼ 2
2+λ

A2. Hence, for A sufficiently

large, we will have S(D, 0) ≤ εS∗(T fair). This proves point (i).
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We now turn to point (ii). Let us first prove bound (2). We use the following intermediary

result: if (π, T π) is an equilibrium, it must be that

S(π, T π) ≥ 2

2 + λ

∑
a∈{C,D}

π(a)S(a, 0). (3)

Indeed, note that T π solves

max
T
−λ
∫
Z

|Tz|fπ dz − δα
∫
Z

|∆uz − (2 + λ)Tz|fπ dz − (1− δ)α
∑

a∈{C,D}

π(a)|E[∆uT |a]|.

By Fact A.1, it follows that

−λ
∫
Z

|T πz |fπ(z) dz ≥ −λ
∫
Z

|TOz |fπ(z) dz.

Hence we obtain that

S(π, T π) ≥
∫
Z

(uA + uP − 2u)fπ(z) dz − λ
∫
Z

|TOz |fπ(z) dz

≥
∫
Z

(uA + uP − 2u)fπ(z) dz − λ

2 + λ

∫
Z

|uA − u+ u− uP |fπ(z) dz

≥ 2

2 + λ

∫
Z

(uA + uP − 2u)fπ(z) dz ≥ 2

2 + λ

∑
a∈{C,D}

π(a)S(a, 0).

We now turn to the main part of the proof of bound (2). Consider π such that π(C) = 1/2

and consider the induced transfer T π. Since transfer scheme TO is possible, we have that

−λ
∫
Z

|T π|fπ dz − δα
∫
Z

|∆uz − (2 + λ)T π|fπ dz − (1− δ)α
∑

a∈{C,D}

π(a)|E[∆uT
π |a]|

≥ −λ
∫
Z

|TOz |fπ dz

which implies

−λ
∫
Z

|T πz |fπ dz − α

2

(
|E[∆uT

π |C]|+ |E[∆uT
π |D]|

)
≥ −λ

∫
Z

|TOz |fπ dz, (4)
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where we used the convexity of | · | and Jensen’s inequality. Player A’s behavior solves

max
a∈{C,D}

∫
Z

uT
π

A f(z|a) dz = E
[
uT

π

A + uT
π

P

2
+

1

2
∆uT

π
∣∣∣a] .

Since player A’s best response a∗ to T π gives player A weakly greater utility than the mixed

strategy π such that π(C) = 1/2, we have

1

2
S(a∗, T π) +

1

2
E[∆uT

π |a∗] ≥ 1

2
S(π, T π) +

1

4

(
E[∆uT

π |C] + E[∆uT
π |D]

)
⇒ S(a∗, T π) ≥ S(π, 0)− λ

∫
Z

|T π|fπ dz − 1

2

(
|E[∆uT

π |C]|+ |E[∆uT
π |D]|

)
.

Hence, using (4) we obtain that

S(a∗, T π) ≥ S(π, 0)− λ
∫
Z

|TO|fπ dz − 1

2
(1− α)

(
|E[∆uT

π |C]|+ |E[∆uT
π |D]|

)
.

Inequality (4) also implies that−1
2

(
|E[∆uT

π |C]|+ |E[∆uT
π |D]|

)
≥ −λ

α

∫
Z
|TOz |fπ(z) dz. Hence,

it follows that

S(a∗, T π) ≥ S(π, 0)− λ
∫
Z

|TO|fπ dz − λ1− α
α

∫
Z

|TO|fπ dz

≥ S(π, 0)− λ

α(2 + λ)

∫
Z

(uA + uP − 2u)fπ dz

≥ 1

2

(
1− λ

α(2 + λ)

)
(S(C, 0) + S(D, 0))

where the last inequality uses (3) for π such that π(C) = π(D) = 1/2. For any a ∈ {C,D},
whenever

1

2

(
1− λ

α(2 + λ)

)
(S(C, 0) + S(D, 0)) > S(a, 0), (5)

this last inequality implies that a cannot be a best response under incentive scheme T π.

Hence, E[uT
π

A |a] < E[uT
π

A |¬a] and given that T π is continuous in π (Lemma 3), there must

exist an equilibrium π̂ with π̂(¬a) ≥ 1/2. Note that we must necessarily have that S∗(T fair) ≤
S(¬a, 0). Using (3) this implies that (2) holds whenever there exists a satisfying (5).

In turn, consider the case where

1

2

(
1− λ

α(2 + λ)

)
(S(C, 0) + S(D, 0)) ≤ min

a∈{C,D}
S(a, 0).
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Plugging this inequality in (3) implies that for any equilibrium distribution π̂,

S(π̂, T π̂) ≥ 2

2 + λ

(
π̂(a)

1

2

(
1− λ

α(2 + λ)

)
S∗(T fair) + π̂(¬a)S∗(T fair)

)
≥ 1

2 + λ

(
1− λ

α(2 + λ)

)
S∗(T fair).

This concludes the proof of (2). �

A.2 Alternative Social Preferences

The principal’s social preferences play a key role in our analysis. One central assumption is

that the principal treats exogenous uncertainty over payoffs conditional on actions differently

from endogenous uncertainty deriving from mixing by players: we assume that the principal

evaluates the fairness of every relationship between a player A and a player P independently.

This allows us to capture a form of betrayal aversion documented by Bohnet and Zeckhauser

(2004) and Bohnet et al. (2008).

This section shows that this modeling choice is essential for informal justice to take into

account payoff-irrelevant signals x informative of player A’s behavior, i.e. for informal justice

to depend on assessments of intents. Take π ∈ ∆({C,D}) as given. We now assume that

the jury chooses a transfer function T that solves the following optimization problem:

max
T∈[−Tmax,Tmax]Z

V̂ (π, T ) ≡ δE
[
Φ(uT )|π

]
+ (1− δ)Φ

(
E
[
uT |π

])
(6)

where uncertainty over behavior has been folded into uncertainty over outcomes. In other

terms, the principal evaluates fairness at the population level rather than relationship by

relationship. We now show that the corresponding transfer function does not depend on side

information. Indeed, given a candidate transfer function T , define

TU(u) ≡
∫
Z

Tzfπ(z|u) dz.

Transfer scheme TU is the expectation of transfer T conditional on payoff outcome u =

9



(uA, uP ). For any T , we have that

V̂ (π, T ) = −λ
∫
Z

|Tz|fπ(z) dz − δα
∫
Z

|∆uz − (2 + λ)Tz|fπ(z) dz

−(1− δ)α
∣∣∣∣∫
Z

(∆uz − (2 + λ)Tz)fπ(z) dz

∣∣∣∣ .
By convexity of | · | and Jensen’s inequality, we obtain that

V̂ (π, T ) ≤ −λ
∫
Z

|TU |fπ(z) dz − δα
∫
Z

|∆u− (2 + λ)TU |fπ(z) dz

−(1− δ)α
∣∣∣∣∫
Z

(
∆u− (2 + λ)TU

)
fπ(z) dz

∣∣∣∣
≤ V̂

(
π, T|U

)
.

It follows that informal incentives derived from value function V̂ need only depend on payoff

outcome u. In this model, the principal cares only about average inequality and does not

care about whether she is punishing a player A that took selfish action D or not. As a result,

transfers never depend on side information x.

A.3 Robustness

Some of our modeling choices, such as the use of linear inequality-averse preferences à la Fehr

and Schmidt (1999) or the use of linear transfer costs −λ|Tz| make the analysis tractable

but induce corner solutions.

We show that our analysis is in fact robust to small perturbations in the environment.

Let c(T ) = λ|T | denote the reference deadweight cost of transfers paid by the transferring

party. We consider sequences of social preferences Φn(Σu,∆u) and transfer cost functions

cn such that limn→∞ ||Φn−Φ||∞ = limn→∞ ||cn− c||∞ = 0, where || · ||∞ denotes the uniform

norm. We denote by T πn the transfer scheme solving

max
T

Vn(π, T ) ≡ δE[Φn(ΣuT ,∆uT )|π] + (1− δ)
∑

a∈{C,D}

π(a)Φn(E[ΣuT |a],E[∆uT |a]).

Lemma A.1 (continuity) Consider any compact set Π included in the interior of ∆({C,D}).
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Uniformly over π ∈ Π, transfer schemes (T πn )n≥0 converge to T π under the L1 norm:

lim
n→∞

sup
π∈Π

∫
|T πn − T π| dz = 0.

Proof: The difficulty here is that we are working with an infinite set of states so that

the space of possible transfer functions is infinite dimensional and therefore not compact

under the L1 norm. Indeed, if instead we were working with a finite set of states Z, Lemma

A.1 would be an immediate application of Berge’s Theorem of the Maximum. Proving an

extension is possible in our case but requires some work.

The proposed proof is by contradiction. Assume that there exists ε > 0 and a sequence

(πn)n∈N such that for all n ≥ 0,

||T πn − T πnn ||1 > 2ε.

By compactness of Π, we can assume that the sequence (πn)n∈N converges to π∞ ∈ Π. In

addition, we know from Lemma 3 that T π is continuous in π under the L1 norm. Hence, up

to extraction of a subsequence, we can assume that

||T π∞ − T πnn ||1 > ε. (7)

For concision, we denote Tn = T πnn . It is immediate that Vn(πn, T ) converges uniformly

over T to V (π∞, T ). Since Tn solves maxT Vn(πn, T ), we obtain that V (π∞, Tn) converges

to V (π∞, T
π∞) as n grows large. Given that maxT V (π∞, T ) has a unique solution, it is

reasonable to expect that this result and (7) should lead to a contradiction. The only

difficulty is that (Tn)n≥0 need not have a converging subsequence under the L1 norm.3

Consider the sequence of expected inequality (E[∆uTn|C],E[∆uTn|D])n≥0 under transfer

schemes (Tn)n≥0. Up to extraction of a subsequence, we can assume that this sequence con-

verges to values (∆C ,∆D). Consider first the case where (∆C ,∆D) 6= (E[∆uT
π∞ |C],E[∆uT

π∞ |D]).

For any ν > 0 let T̂ν denote solutions to

max
T

E
[
−λ|Tz| − αδ|∆uz − (2 + λ)Tz|

∣∣π] ∣∣∣∣∣ E[∆uT |C] ∈ [∆C − ν,∆C + ν],

E[∆uT |D] ∈ [∆D − ν,∆D + ν].
(8)

The set of such solutions, parameterized by (∆C ,∆D, ν), is compact under the L1 norm.4

3Unfortunately, the convergence result of Komlós (1967) doesn’t help here.
4They take a threshold form as in Proposition 2, and using the fact that the log-likelihood ratio log f(z|D)

f(z|C)

admits a density (Assumption 1), convergence of the thresholds implies convergence in the L1 sense.
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Take ν to 0 and consider a sequence of solutions (8) converging to a limit transfer scheme

T∞ under the L1 norm. The fact that T∞ solves maxT V (π∞, T ) and the fact that

(E[∆uT
∞|C],E[∆uT

∞|D]) 6= (E[∆uT
π∞ |C],E[∆uT

π∞ |D])

contradict the fact that maxT V (π∞, T ) has a unique maximizer.

Consider now the case where (∆C ,∆D) = (E[∆uT
π∞ |C],E[∆uT

π∞ |D]). For any ν > 0

consider solutions T̂ν to

max
T

E
[
−λ|Tz| − αδ|∆uz − (2 + λ)Tz|

∣∣π] ∣∣∣∣∣ E[∆uT |C] ∈ [∆C − ν,∆C + ν],

E[∆uT |D] ∈ [∆D − ν,∆D + ν].
(9)

The set of such solutions is compact and using the fact that maxV (π∞, T ) has a unique

solution, it must be that as ν goes to 0, T̂ν converges to T π∞ under the L1 norm. Consider

the Lagrangian L(z, Tz) corresponding to (9). It can be written in the form

L(z, Tz) =− λ|Tz| − δα|∆uz − (2 + λ)Tz|+ µ̂νDπ(D|z) + µ̂νCπ(C|z) + L0 (10)

where L0 is a constant.

Let µ∞C and µ∞D denote the Lagrangian multipliers associated with problem maxT V (π∞, T ),

as described by Lemma 2. Given that T̂ ν must converge to T π∞ under the L1 norm, it

must be that maximizers of Lagrangians (13) and (10) converge. Hence it must be that,

limν→0 µ
ν
C = (1− δ)α(2 + λ) + µ∞C and limν→0 µ

ν
C = (1− δ)α(2 + λ)− µ∞D .

For any value ν > 0, for n large enough, Tn satisfies the constraints in (9). We obtain

that, by construction,

0 ≤ E[L(z, T̂ νz )|π∞]− E[L(z, Tn,z)|π∞] ≤ V (π∞, T
π∞)− V (π∞, Tn) + 2ν.

Since T̂ νz is the a.e. unique value Tz maximizing L(z, Tz), for ν small enough there exists a

function ρz > 0 such that for a.e. z, L(z, Tν,z)−L(z, Tn,z) ≥ ρz|Tν,z − Tn,z|. Furthermore for

any η > 0 there exists η ∈ (0, η) such that L(z s.t. ρz ≤ η) ≤ η. Pick η < ε
4Tmax

. We have
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that for all n and ν

V (π∞, T
π∞)− V (π∞, Tn) ≥ −2ν +

∫
Z

ρz|Tν − Tn|fπ(z) dz

≥ −ν + ηh

∫
Z

|Tν − Tn|(1− 1ρz<η) dz

≥ −ν + ηh(ε− 2ηTmax).

Since this holds for ν arbitrarily close to 0, we obtain that the sequence V (π∞, Tn) remains

bounded strictly below V (π∞, T
π∞) even as n grows large. A contradiction.

Hence T πn converges to T π uniformly over π ∈ Π under the L1 norm. �

Since player A’s expected payoffs from different actions are continuous in T π, this implies

that any sequence of equilibria (πn, T
πn)n≥0 of perturbed games admits a subsequence that

converges to an equilibrium of the unperturbed game. Inversely, assume that (π0, T
π0) is an

equilibrium of the unperturbed game such that E[uT
π

A |C]−E[uT
π

A |D] is either non-zero at π0,

or changes sign around π0. Then there will be a sequence of equilibria (πn, T
πn) of perturbed

games converging to (π0, T
π0). In this sense, our analysis is robust to small perturbations in

the principal’s preferences and in the cost of transfers.

A.4 A Model of Endogenous Incompleteness

This paper develops a model of informal contracting when punishment and reward decisions

are not determined by an ex ante optimal contract, but rather are taken ex post and express

the moral sentiment of the principal. An important complementary research agenda would

be to endogenize whether incentive schemes will be determined ex ante or ex post. Following

work by Dye (1985) and Tirole (2009) we briefly outline a simple ad hoc model of boundedly

rational contracting in which the trade-off between ex ante and ex post contracting can be

expressed.

Consider the problem of a senior executive overseeing two managers. There are three

periods t ∈ {0, 1, 2}. At t = 0, the executive has the possibility to commit to transfers

as a function of observables. At time t = 1 a particular environment θ ∈ Θ is selected

and becomes common knowledge among players. An environment θ corresponds to both a

selection of which manager is the active or the passive player and a specification of the set

of outcomes and their distribution (Zθ, f θ). For simplicity we assume that all states θ ∈ Θ

occur with the same probability 1
cardΘ

. In period t = 0, the senior executive can choose the

environments θ for which he wants to commit to an ex ante contract and the environments for
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which he will determine rewards and punishments ex post. We denote by χ(θ) ∈ {0, 1} the

executive’s decision to specify ex ante a contract conditional on environment θ. This comes

at a consideration cost k for each environment in which an ex ante contract is specified.

If an ex ante contract is specified conditional on state θ, then the executive obtains an

expected payoff V ex ante(θ). In states θ where no ex ante contract is specified, transfers are

determined by an equilibrium of the informal justice game studied in this paper. This results

in payoffs V expost(θ). Altogether the senior executive’s contract completion decision χ(·) is

chosen to maximize

−k
∑
θ∈Θ

χ(θ) +
1

cardΘ

∑
θ∈Θ

χ(θ)
[
V ex ante(θ)− V ex post(θ)

]
.

A key aspect of this trade-off is that consideration costs are paid regardless of which state

happens. As a result, the senior executive will choose to leave contracts incomplete when the

set of relevant environments is large, and when the payoffs of informal justice approach those

of ex ante contracts, for instance when the information available ex post is sufficiently good.

Contracts will be completed at states which are likely to happen and for which informal

justice is poorly suited to incentivize good behavior (say negative externality environments

with poor ex post information).

B Proofs

B.1 Proofs for Section 2

Proof of Fact 1: Let us begin with point (i). Values V (a, T ) obtainable when implement-

ing action a = D are bounded above by V (D, 0). Consider the transfer scheme defined by:

∀z ∈ {−1, 0, 1}, Tz = −3γ+z
2+λ

. Conditional on actions C and D, payoffs to player A under

this transfer scheme are

if γ = 0, E[uTA|C] = −ν 3λ
2+λ

> E[uTA|D] = −1+2λ
2+λ

,

if γ = 1, E[uTA|C] = 1−λ
2+λ

> E[uTA|D] = 0.

Therefore, transfer scheme T implements action C and guarantees that there is no difference

in expected payoffs across players. The principal’s value for implementing action C rather

14



than action D (by an optimal transfer scheme) is bounded below by

V (C, T )− V (D, 0) ≥ 1− 2ν
3λ

2 + λ
− 3γλ

2 + λ
> 0

where we used the fact that ν < 1/4 and λ < 1/2. Hence it is always optimal to choose a

contract that implements action C.

We now turn to point (ii) and set γ = 0. We know from point (i) that it is optimal to

implement action C. The optimal contracting problem boils down to

max
T
−λ [ν|T−1|+ (1− 2ν)|T0|+ ν|T1|]−α(2+λ) |νT−1 + (1− 2ν)T0 + νT1|

∣∣∣ E[uTA|C] ≥ E[uTA|D].

Without loss of efficiency we can focus on transfers such that T−1 ≥ 0 and T0 = T1 = T+ ≤ 0.

Condition E[uTA|C] ≥ E[uTA|D] boils down to

(1− ν)(1 + λ)T−1 − (1− ν)T+ ≥ 1.

We only need to show that setting T−1 = 0 cannot be optimal. Conditional on T−1 = 0, it

is optimal to set T+ = − 1
1−ν , which generates a value equal to −λ − α(2 + λ). In contrast

consider the transfer scheme T−1 = 1
1+λ(1−ν)

, T+ = − ν
1−νT−1. It is designed to make C incen-

tive compatible while keeping ex ante inequality equal to 0 conditional on C. This scheme

generates value equal to − 2νλ
1+λ(1−ν)

> −λ−α(2 +λ). Hence it is optimal to set T−1 > 0. �

Proof of Fact 2: The fact that the optimal transfer T is identically equal to zero follows

from Lemma 1 point (i). This implies that E[uTA|C] = E[uA|C] < E[uA|D] = E[uTA|D], so

that playing D is indeed the unique equilibrium behavior. �

Proof of Fact 3: Except for the uniqueness of transfers, Lemma 2 applies. IThere exist

µ = (µC , µD) ≥ 0 such for any π ∈ ∆({C,D}) and z ∈ Z, optimal transfers T πz satisfy

T πz = arg maxTz∈[−Tmax,Tmax] L(µ, z, Tz) for

L(µ, z, Tz) =− λ|Tz|+ α(2 + λ)[π(D|z)− π(C|z)]Tz − µDπ(D|z)Tz + µCπ(C|z)Tz.

Consider first the case where T πz > 0. We have that

L(µ, z, Tz) =− λ|Tz|+ [α(2 + λ)− µD] π(D|z)Tz − [α(2 + λ)− µC ]︸ ︷︷ ︸
≥0

π(C|z)]Tz.
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Hence if Tz > 0 maximizes L(µ, z, Tz) it must be that [α(2 + λ)− µD] π(D|z) ≥ λ. This

implies

α(2 + λ)π(D|z) ≥ λ ⇐⇒ π(D|Z) ≥ λ

α(2 + λ)
.

A symmetrical proof covers the case of T πz < 0. �

Proof of Fact 4: Given a distribution π ∈ ∆({C,D}), transfer schemes chosen by the

principal solve

max
T

π(C)
[
−λ
(
ν|T−1|+ (1− 2ν)|T0|+ ν|T1|

)
− α(2 + λ)

∣∣νT−1 + (1− 2ν)T0 + νT1

∣∣]
+ π(D)

[
− λ|T−1| − α |−3 + (2 + λ)T−1|

]
.

Without loss of generality, we can focus on transfer schemes such that T0 = T1 = T+. Since

α > λ
2+λ

, it is optimal to set T+ = − ν
1−νT−1. Hence the principal’s problem boils down to

max
T

π(C) [−2λν|T−1|] + π(D) [−λ|T−1| − α |−3 + (2 + λ)T−1|] .

If π(C) > α(2+λ)−λ
2λν+α(2+λ)−λ the optimal transfer sets T−1 = 0, and it is optimal for player A to

pick action D with probability one. If instead π(C) < α(2+λ)−λ
2λν+α(2+λ)−λ the optimal transfer is

T−1 = 3
2+λ

. Since

E[uTA|D] = −1 + 2λ

2 + λ
< −λν 3

2 + λ
= E[uTA|C],

it is optimal for player A to pick action C with probability one. This implies that the only

equilibrium is necessarily such that π(C) = α(2+λ)−λ
2λν+α(2+λ)−λ . �

Proof of Fact 5: Point (i) is immediate: conditional on action D there is no expected

payoff asymmetry and the optimal transfer is identically equal to zero. Hence playing D is

indeed player A’s best response. We now establish point (ii). It follows from inspection that

the transfers described are optimal conditional on C: they equalize both ex ante and real-

ized payoffs at the minimum efficiency cost since they all have the same sign. Corresponding

expected payoffs for player A are E[uTA|C] = 1
2
− 3λ

2(2+λ)
> 0 = E[uTA|D]. Hence playing C is

indeed an equilibrium. �
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B.2 Proofs for Section 4

Proof of Proposition 1: We show that the optimal transfer scheme for the principal

is independent of π and takes the form TOz ≡ ∆uz
2+λ

, i.e. for every outcome z, transfer TOz

equalizes realized payoffs (uT
O

A = uT
O

P ). Clearly, transfer scheme TO is the unique minimizer

of the term

−λ
∫
z∈Z
|Tz|fπ(z) dz − δα

∫
z∈Z
|∆uz − (2 + λ)Tz|fπ(z) dz

in expression (3). In addition, for this transfer policy, we have by construction that E[∆uT
O |D] =

E[∆uT
O |C] = 0, which implies that the term

−(1− δ)α
∑

a∈{C,D}

∣∣∣∣∫
z∈Z

[
∆uz − (2 + λ)Tz

]
π(a|z)fπ(z) dz

∣∣∣∣
in objective function (3) is also minimized.5 Hence, TO is indeed the unique minimizer of

V (π, ·) for every distribution π.

To show that there generically exists a unique equilibrium and that it is in pure strategies,

we need to show that generically with respect to payoffs, E[uT
O

A |C] − E[uT
O

A |D] 6= 0. By

continuity it follows that if E[uT
O

A |C] − E[uT
O

A |D] 6= 0 for payoff functions uA, uP , then

E[ûT
O

A |C] − E[ûT
O

A |D] 6= 0 for all sufficiently close payoff functions of ûA, ûP . Inversely, if

E[uT
O

A |C] − E[uT
O

A |D] = 0, pick ε > 0, and keeping the distribution over z ∈ Z constant,

consider the modified payoffs ûA and ûP defined by

ûA(z) = uA(z) + ε , ûP (z) = uP (z) + ε if f(z|C) ≥ f(z|D)

ûA(z) = uA(z)− ε , ûP (z) = uP (z)− ε if f(z|C) < f(z|D).

By construction, it follows that E[ûT
O

A |C]− E[ûT
O

A |D] > 0, which concludes the proof. �

Proof of Corollary 2: Under transfer scheme TO, by construction uT
O

A = uT
O

P , so that

uT
O

A =
uT

O

A +uT
O

P

2
= uA+uP−λ|TO|

2
. Hence, any action aO that solves maxa∈{C,D} E(uT

O

A |a) must

also maximize S(a, TO) = E
(
uA + uP − 2u− λ|TO|

∣∣a). �

5Note that term
∫
Z

(uA + uP )fπ(z) dz is independent of T .
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B.3 Proofs for Section 5

We begin by noting that Fact 2 extends to our general setting.

Lemma B.1 (extension of Fact 2) Whenever α < λ
2+λ

the optimal transfer scheme is

identically equal to zero, regardless of behavior distribution π.

Proof: We denote by 0 the transfer function identically equal to zero. Consider an

alternative transfer function T 6= 0. Using the fact that for any (a, b) ∈ R2, |a|− |b| ≤ |a− b|
and |a+ b| ≤ |a|+ |b|, it follows that

V (π, T )− V (π, 0) ≤ −λ
∫
z∈Z
|Tz|fπ(z) dz + δα(2 + λ)

∫
z∈Z
|Tz|fπ(z) dz

+(1− δ)α(2 + λ)

∫
z∈Z
|Tz|fπ(z) dz.

Hence, it follows that V (π, T ) − V (π, 0) < 0 and the optimal transfer policy is identically

equal to zero. �

Proof of Lemma 1: Let us begin by showing the existence of optimal transfer schemes.

Let MTmax denote the set of measurable functions T : Z → R such that supz∈Z |Tz| ≤
Tmax. For any π ∈ ∆({C,D}), consider a sequence of transfer functions (Tn)n∈N such that

limn→+∞ V (π, Tn) = supT∈MTmax
V (π, T ). Theorem 1a of Komlós (1967) implies that there

exists a transfer function T∞ ∈ MTmax such that for every N ∈ N, T∞ is the limit in the L1

sense of convex combinations of (Tk)k≥N . By concavity and continuity of V (π, ·) under the L1

norm, it follows that V (π, T∞) = supT∈MTmax
V (π, T ). Hence, the principal’s optimization

problem admits a solution.

We now prove that any solution T to the original optimization problem maxT V (π, T )

must satisfy E[∆uT |C] ≤ 0 ≤ E[∆uT |D]. First note that it cannot be optimal to have

E[∆uT |a] > 0 for all a ∈ {C,D}, or E[∆uT |a] < 0 for all a ∈ {C,D}. Indeed, imagine for

instance that ∀a ∈ {C,D}, E[∆uT |a] > 0. The optimal transfer solves

max
T∈MTmax

∫
Z

{
− λ|Tz| − δα|∆uz − (2 + λ)Tz|+ (1− δ)α(2 + λ)Tz

}
fπ(z) dz.

Since λ > δα(2+λ), this implies that for all z, Tz ≥ 0. However, this contradicts the assump-

tion that E[∆uT |C] > 0 since E[∆u|C] ≤ 0. The assumption that ∀a ∈ {C,D}, E[∆uT |a] <

0 yields a similar contradiction.
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The rest of the proof is also by contradiction and goes through the remaining cases.

We temporarily impose that π be in the interior of ∆({C,D}). To begin, assume that

E[∆uT |C] ≥ 0 ≥ E[∆uT |D] with one inequality holding strictly. This allows us to simplify

the third term of expression (3). Transfer scheme T solves

max
T∈MTmax

∫
Z

{
− λ|Tz| − δα|∆uz − (2 + λ)Tz|+ (1− δ)α(2 + λ)[π(C|z)− π(D|z)]Tz

}
fπ(z) dz

under constraints

−E[∆u|C] +
2 + λ

π(C)

∫
z

π(C|z)Tzfπ(z) dz ≤ 0 ;

(
µC

π(C)

2 + λ

)
E[∆u|D]− 2 + λ

π(D)

∫
z

π(D|z)Tzfπ(z) dz ≤ 0 ;

(
µD

π(D)

2 + λ

)
,

where µ = (µC , µD) ≥ 0 are associated Lagrangian multipliers. A solution T to this problem

is such that for all z, Tz solves

max
Tz∈[−Tmax,Tmax]

L(µ, z, Tz) = −λ|Tz| − δα|∆uz − (2 + λ)Tz| (11)

+ [(1− δ)α(2 + λ)[π(C|z)− π(D|z)] + µDπ(D|z)− µCπ(C|z)]︸ ︷︷ ︸
≡γz

Tz

with µD × E[∆uT |D] = 0 and µC × E[∆uT |C] = 0.

Since λ > δα(2 + λ), the first two terms of (11) are minimized at Tz = 0, and we must

have that for all z, γzTz ≥ 0. We have that

γz =

[
(1− δ)α(2 + λ)− µC + µD

2

]
[π(C|z)− π(D|z)]− µC − µD

2
.

Let κ ≡ (1− δ)α(2 + λ)− µC+µD
2

. Assume that κ > 0. Since Tz > 0 only if γzTz ≥ 0, there

will exist θ > 0 such that Tz > 0 only if f(z|C)
f(z|D)

≥ θ. This implies that∫
Z

Tzf(z|C) dz ≥ θ

∫
Z

Tzf(z|D) dz. (12)

However, E[∆uT |C] ≥ 0 implies
∫
Z
Tzf(z|C) dz ≤ 0 and E[∆uT |D] ≥ 0 implies

∫
Z
Tzf(z|D) dz ≥

0. Furthermore, one of these inequalities must be strict, which contradicts (12).

Assume now that κ ≤ 0. This implies that µC+µD
2

≥ (1 − δ)α(2 + λ). If µC > 0

and µD > 0 then E[∆uT |C] = E[∆uT |D] = 0 and point (ii) holds. Consider the case
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where µD = 0 so that µC ≥ 2(1 − δ)α(2 + λ), E[∆uT |C] = 0 and E[∆uT |D] < 0. Since

π(C|z) − π(D|z) ∈ (−1, 1), we necessarily have that γz = κ[π(C|z) − π(D|z)] − µC
2
≤ 0.

Hence, for all z, Tz ≤ 0 which contradicts E[∆uT |D] < 0. Inversely, consider the case

where µC = 0 so that µD ≥ 2(1 − δ)α(2 + λ), E[∆uT |D] = 0 and E[∆uT |C] > 0. Since

π(C|z) − π(D|z) ∈ (−1, 1), we necessarily have that γz = κ[π(C|z) − π(D|z)] + µD
2
≥ 0.

Hence, for all z, Tz ≥ 0, which contradicts E[∆uT |C] > 0. This rules out the case where

E[∆uT |C] ≥ 0 ≥ E[∆uT |D] with one inequality holding strictly.

A similar reasoning rules out configurations such that E[∆uT |D] ≥ 0 and E[∆uT |C] ≥ 0,

as well as E[∆uT |D] ≤ 0 and E[∆uT |C] ≤ 0, with one inequality holding strictly. This

concludes the proof of point (ii) when π is interior. If π(C) = 1 or π(D) = 1 characterizing

optimal transfer patterns is straightforward.

If π is not interior so that π(a) = 1 for a ∈ {C,D}, transfer T π is defined as the limit (if

it exists) of schemes T π̂ for π̂ interior and converging to π. The existence of such a limit is

proven in Lemma 2. The fact that it also satisfies condition E[∆uT
π |D] ≥ E[∆uT |C] follows

from continuity. �

Proof of Lemma 2: Consider first the case where π is in the interior of ∆({C,D}). We

know from Lemma 1 that we can restrict our attention to transfer functions T such that

E[∆uT |D] ≥ 0 ≥ E[∆uT |C]. We can express the principal’s optimization problem as

max
T∈MTmax

∫
Z

{
− λ|Tz| − δα|∆uz − (2 + λ)Tz|+ (1− δ)α(2 + λ)[π(D|z)− π(C|z)]Tz

}
fπ(z) dz

under constraints

−E[∆u|D] +
2 + λ

π(D)

∫
Z

π(D|z)Tzfπ(z) dz ≤ 0 ;

(
µD

π(D)

2 + λ

)
E[∆u|C]− 2 + λ

π(C)

∫
Z

π(C|z)Tzfπ(z) dz ≤ 0 ;

(
µC

π(C)

2 + λ

)
.

Where µ = (µD, µC) ≥ 0 are associated Lagrange multipliers. A solution to this problem is

such that for all z, Tz solves

max
Tz∈[−Tmax,Tmax]

L(µ, z, Tz) = −λ|Tz| − δα|∆uz − (2 + λ)Tz| (13)

+ [(1− δ)α(2 + λ)[π(D|z)− π(C|z)]− µDπ(D|z) + µCπ(C|z)]︸ ︷︷ ︸
≡γz

Tz
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with µD × E[∆uT |D] = 0 and µC × E[∆uT |C] = 0. Let us show that max{µC , µD} ≤
(1− δ)α(2 + λ). The proof is reminiscent of that of Lemma 1. We first show that

κ ≡ (1− δ)α(2 + λ)− (µD + µC)/2 > 0.

Since, λ > δα(2 + λ), we have the for every Tz, γzTz ≥ 0. Term γz can be rewritten as

γz = κ[π(D|z)− π(C|z)]− µD − µC
2

.

The proof is by contradiction. Assume that κ < 0. Then there exists θ > 0 such that Tz ≥ 0

whenever f(z|D)
f(z|C)

≤ θ. This implies that∫
z∈Z

Tz[f(z|D)− θf(z|C)] dz ≤ 0⇒
∫
z∈Z

Tzf(z|D) dz ≤ θ

∫
z∈Z

Tzf(z|C) dz. (14)

We distinguish three cases: µD > 0 and µC > 0, µD = 0 and µC > 0, µD > 0 and µC = 0.

Let us begin with the case in which µD > 0 and µC > 0. This implies that∫
z∈Z

Tzf(z|C) dz ≤ 0 ≤
∫
z∈Z

Tzf(z|D) dz

with one inequality being strict. Of course this contradicts inequality (14). Let us turn to

the case where µD = 0 and µC > 2(1− δ)α(2 + λ). This implies that

γz = κ[π(D|z)− π(C|z)] +
µC
2
> 0.

Hence it follows that for all z ∈ Z, Tz ≥ 0, which contradicts µD > 0. A similar reasoning

contradicts µC > 0. Altogether, this implies that we must have κ > 0.

We now show that µC ≤ (1− δ)α(2 + λ). Term γz can be written as

γz = [2(1− δ)α(2 + λ)− µC − µD]π(D|z)− (1− δ)α(2 + λ) + µC .

We know from the previous argument that the first term is necessarily positive. If we had

µC > (1 − δ)α(2 + α), then we would have that γz > 0 for all z ∈ Z, which implies

that for all z ∈ Z, Tz ≥ 0, and contradicts µC > 0. A symmetric reasoning shows that

µD ≤ (1− δ)α(2 + λ).

To prove uniqueness we use Proposition 2 proven below. Using Corollary 1, the result is

immediate when δ > λ
α(2+λ)

. Consider now the setting where δ < λ
α(2+λ)

. Assume that there
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are two distinct solutions T 1 and T 2 to the principal’s optimization problem maxT V (π, T ),

both taking the threshold-form described in Proposition 2, but using different thresholds.

By concavity of V (π, ·), it follows that for every ρ ∈ [0, 1], ρT 1 + (1− ρ)T 2 is also optimal.

However, such convex combinations do not take the threshold form described in Proposition

2. This is a contradiction and it follows that there must exist a unique solution to the

principal’s problem.

We now deal with the case where π is a pure strategy. For simplicity we treat the case

where π(C) = 1. We show that for any sequence of interior π̂ converging to pure strategy C,

T π̂ converges to a unique transfer scheme TC . If δ > λ
α(2+λ)

the result is immediate since by

Corollary 1 T π̂z = ∆uz
2+λ

for any interior π̂. Consider now the case where δ < λ
α(2+λ)

. By Proposi-

tion 2 , and using the fact that π̂(D|z)−π̂(C|z) =
(
π̂(D)f(z|D)

f(z|C)
− π̂(C)

)/(
π̂(D)f(z|D)

f(z|C)
+ π̂(C)

)
,

transfers T π̂ can be expressed as

T π̂z =



0 if f(z|D)/f(z|C) ∈ (θ̂∆
− , θ̂

∆
+)

−Tmax if f(z|D)/f(z|C) < θ̂max
−

Tmax if f(z|D)/f(z|C) > θ̂max
+

∆u+
z /(2 + λ) if f(z|D)/f(z|C) ∈ (θ̂∆

+ , θ̂
max
+ )

−∆u−z /(2 + λ) if f(z|D)/f(z|C) ∈ (θ̂max
− , θ̂∆

−)

for (θ̂max
− , θ̂∆

− , θ̂
max
+ , θ̂∆

+) in the (compact) support of f(z|D)
f(z|C)

. The set of transfer schemes defined

by such thresholds is compact under the L1 norm, and as π̂ approaches C we can extract a

subsequence converging to a transfer scheme T̂C taking a similar threshold form. This limit

scheme must solve maxT V (C, T ), i.e. solve,

max
T

E[−λ|T | − δα|∆u− (2 + λ)T ||C]− (1− δ)α|E[∆u|C]− (2 + λ)E[T |C]|. (15)

Any scheme solving (15) is such that Tz ∈ {0, ∆uz
2+λ
}, Tz takes a constant sign and E[∆u|C]−

(2 + λ)E[T |C] = 0. The only such transfer policy taking a threshold form is the policy TC

defined by

TCz =

{
−∆u−z

2+λ
if f(z|C)

f(z|D)
≥ θ

0 otherwise

where θ is chosen so that E[∆uT
C |C] = 0. Since all converging subsequences converge to

TC , it follows that T π̂ converges to TC under the L1 norm for any sequence of values π̂

approaching C. The case where π(D) = 1 is essentially identical. �
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Proof of Proposition 2: Rearranging expression (11), T πz ∈ [−Tmax, Tmax] maximizes

Lagrangian

L(z, µ, Tz) = −λ|Tz| − δα|∆uz − (2 + λ)Tz|

+
[
(1− δ)α(2 + λ)[π(D|z)− π(C|z)]− µDπ(D|z) + µCπ(C|z)

]
Tz

= −λ|Tz| − δα|∆uz − (2 + λ)Tz|

+

[(
(1− δ)α(2 + λ)− µD + µC

2

)(
π(D|z)− π(C|z)

)
− µD − µC

2

]
Tz.

Since (1 − δ)α(2 + λ) − µD+µC
2

> 0, L(µ, z, Tz) exhibits increasing differences in Tz and

π(D|z) − π(C|z). The particular form of T πz , and the existence of thresholds −1 ≤ hmax
− ≤

h∆
− ≤ h∆

+ ≤ hmax
+ ≤ 1 follows from the fact that L is piecewise linear and necessarily attains

its maximum at either 0, ∆uz/(2 + λ), Tmax or −Tmax.

We now show that necessarily, hmax
− < h∆

− < h∆
+ < hmax

+ . Transfers Tz maximize

L(z, µ, Tz) = −λ|Tz| − δα|∆uz − (2 + λ)Tz|

+

[(
(1− δ)α(2 + λ)− µD + µC

2

)(
π(D|z)− π(C|z)

)
− µD − µC

2

]
Tz.

Since δ < λ
α(2+λ)

, term −λ|Tz| − δα|∆uz − (2 + λ)Tz| is strictly minimized at Tz = 0 with

left and right derivatives ∇− and ∇+ such that ∇− > 0 > ∇+. It follows that Tz > 0 if and

only if

π(D|z)− π(C|z) ≥
(
µD − µC

2
−∇+

)/(
(1− δ)α(2 + λ)− µD + µC

2

)
≡ h∆

+.

Similarly Tz < 0 if and only if

π(D|z)− π(C|z) ≤
(
µD − µC

2
−∇−

)/(
(1− δ)α(2 + λ)− µD + µC

2

)
≡ h∆

−.

Note that

h∆
+ − h∆

− =
−∇+ +∇−

(1− δ)α(2 + λ)− µD+µC
2

> 0.

In addition we prove by contradiction that −1 < h∆
− and h∆

+ < 1. Indeed , if we had h∆
+ ≥ 1,

then there would be no state z such that Tz > 0, which would imply that µD = 0. However,
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in that case, for z such that π(D|z)− π(C|z) approaches 1, L(µ, z, Tz) takes the form

L(µ, z, Tz) ' −λ|Tz| − δα|∆uz − (2 + λ)Tz|+ [(1− δ)α(2 + λ)]Tz.

This expression is strictly maximized at Tz > 0, which is a contradiction. Hence it must

be that h∆
+ < 1. A similar proof shows that −1 < h∆

−. In turn a proof similar to the

previous one shows that hmax
− < h∆

− and h∆
+ < hmax

+ because aversion to ex post inequality

|∆uz − (2 + λ)Tz| imposes additional costs when implementing transfers above and beyond

realized inequality. Note that we may have hmax
− = −1 or hmax

+ = 1.

Limit transfer schemes for T π as π approaches a C or D were derived in the proof of

Lemma 2. �

Proof of Lemma 3: Consider a sequence (πn, fn)n≥0 converging to (π, f) under the L1

norm. For concision, let T n ≡ T πnfn denote the corresponding transfer scheme. Assume that

there exists ε such that for all n ≥ 0, ||T πf − T n||1 ≥ ε. We show that this leads to a

contradiction.

We know that transfer scheme T n can be written to take the form

T nz =



0 if fn(z|D)/fn(z|C) ∈ (θ∆
−,n, θ

∆
+,n)

−Tmax if fn(z|D)/fn(z|C) < θmax
−,n

Tmax if fn(z|D)/fn(z|C) > θmax
+,n

∆u+
z /(2 + λ) if fn(z|D)/fn(z|C) ∈ (θ∆

+,n, θ
max
+,n )

−∆u−z /(2 + λ) if fn(z|D)/fn(z|C) ∈ (θmax
−,n , θ

∆
−,n).

Up to extraction of a subsequence, we can assume that thresholds (θmax
−,n , θ

∆
−,n, θ

∆
+,n, θ

max
+,n )

converge to thresholds (θmax
−,∞, θ

∆
−,∞, θ

∆
+,∞, θ

max
+,∞). As a result transfers T n must converge under

the L1 norm to transfer function

T∞z =



0 if f(z|D)/f(z|C) ∈ (θ∆
−,∞, θ

∆
+,∞)

−Tmax if f(z|D)/f(z|C) < θmax
−,∞

Tmax if f(z|D)/f(z|C) > θmax
+,∞

∆u+
z /(2 + λ) if f(z|D)/f(z|C) ∈ (θ∆

+,∞, θ
max
+,∞)

−∆u−z /(2 + λ) if f(z|D)/f(z|C) ∈ (θmax
−,∞, θ

∆
−,∞).
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Indeed, this follows from the fact that ∀ν > 0,

L
(∣∣∣∣fn(z|D)

fn(z|C)
− f(z|D)

f(z|C)

∣∣∣∣ > ν

)
≤ 1

ν

∫
Z

∣∣∣∣fn(z|D)

fn(z|C)
− f(z|D)

f(z|C)

∣∣∣∣ dz

≤ 1

ν

∫
Z

∣∣∣∣f(z|C)[fn(z|D)− f(z|D)] + f(z|D)[fn(z|C)− f(z|C)]

fn(z|C)f(z|C)

∣∣∣∣ dz

≤ 1

νh
(||fn(·|D)− f(·|D)||1 +K||fn(·|C)− f(·|C)||1)

→ 0 (as n→∞).

Necessarily, we have that ||T∞−T πf ||1 ≥ ε. However, since Vf (π, T ) is continuous in f, π and

T , we obtain that T∞ must solve maxT Vf (π, T ). This contradicts the fact that T πf is the

unique solution to maxT Vf (π, T ). Hence, it must be that T πnfn converges to T πf under the L1

norm. �

Proof of Proposition 3: We first show that there exists no equilibrium such that π(C) =

1. Indeed if π(C) = 1, the principal’s optimal transfer scheme maximizes

−λE[|Tz||C]− δαE[|∆uz − (2 + λ)Tz||C]− (1− δ)α(2 + λ)|E[Tz|C]|. (16)

Since δ < λ
α(2+λ)

expression (16) is maximized by transfer scheme T ≡ 0. Under this transfer

scheme, player A’s expected payoffs satisfy E[uA|C] < E[uA|D], so that his best-response is

to play D. Hence there cannot be an equilibrium such that π(C) = 1.

Consider environments (Zn, fn)n∈N consistent with payoff structure (U, f|U) and approach-

ing perfect monitoring. We now show that for n large enough, there can be no equilibrium

such that π(D) = 1. The main step is to establish bounds on player A’s expected payoffs

conditional on actions C and D. For a given environment (Z, f), the optimal transfer scheme

given π(D) = 1 takes the form

TDz =

{
∆u+z
2+λ

if f(z|D)
f(z|C)

≥ θ

0 otherwise
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where θ is such that E[∆uT
D |D] = 0. Hence, we have that

E[uT
D

A |D] = E

[
uT

D

A + uT
D

P

2

∣∣∣D] = E
[
uA + uP

2

∣∣∣D]− E
[
λ

2
|TD|

∣∣∣D]
= E

[
uA + uP

2

∣∣∣D]− λ

2(2 + λ)
E [∆u|D] .

In turn, using the fact that E[uA|C] = E[uP |C], we have that

E[uT
D

A |C] = E
[
uA − (1 + λ)TDz

∣∣∣C] = E
[
uA + uP

2

∣∣∣C]− 1 + λ

2 + λ

∫
Z

∆u+
z 1 f(z|D)

f(z|C)
≥θf(z|C) dz.

Let us show that as n grows large, the corresponding threshold θn grows arbitrarily large as

well. Indeed, for any κ > 0, define

H(κ) ≡
∫
z∈Z

∆uzf(z|D) dz −
∫
z∈Z

∆u+
z 1 f(z|D)

f(z|C)
>κ
f(z|D) dz.

H(κ) is increasing in κ and threshold θ is defined by the equation H(θ) = 0. We now show

that for any κ > 0, as n grows large H(κ) < 0. Indeed

H(κ) ≤ −
∫
z∈Z

(uA − uP )−fn(z|D) dz +

∫
z∈Z

(uA − uP )+1 fn(z|D)
fn(z|C)

<κ
fn(z|D) dz

≤ −
∫
z∈Z

(uA − uP )−fn(z|D) dz + ∆u× prob

(
fn(z|D)

fn(z|C)
< κ

∣∣∣D)︸ ︷︷ ︸
→0 as n→∞

.

This implies that θn must grow arbitrarily large as n goes to infinity.

Noting that∫
z∈Z

∆u+
z 1 fn(z|D)

fn(z|C)
≥θnfn(z|C) dz =

∫
z∈Z

∆u+
z 1 fn(z|D)

fn(z|C)
≥θn

fn(z|C)

fn(z|D)
fn(z|D) dz ≤ ∆u

θn

it follows that as n grows large, E[uT
D

A |C] converges to E
[
uA+uP

2

∣∣∣C]. Hence, it follows that

whenever E[uA + uP |C]− E[uA + uP |D] > − λ
2+λ

E[∆u|D], for n large enough, Efn [uTDA |C]−
Efn [uTDA |D] > 0. This contradicts the existence of an equilibrium such that π(D) = 1. �

The following Lemma provides sufficient conditions for intent-based justice to exhibit

punitive justice.
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Lemma B.2 For any fixed η > 0, as the weight 1 − δ on ex ante fairness approaches 1,

all equilibria with π(C) > η are such that there is punitive justice, i.e. states z such that

Tz >
∆u+z
2+λ

.

Proof of Lemma B.2: As a preliminary step to the proof of point (iii), for any π

in the interior of ∆({C,D}), we characterize the limit of transfer schemes T πδ (where we

temporarily emphasize dependency on δ) as preference parameter δ approaches 0. Consider

the limit problem at δ = 0. Optimal transfers T πδ=0 solve the following problem:

max
Tz∈[−Tmax,Tmax]

L(z, Tz, µ) = −λ|Tz|+ α(2 + λ)[π(D|z)− π(C|z)]− µDπ(D|z) + µCπ(C|z)

= −λ|Tz|+
(
α(2 + λ)− µD + µC

2

)
[π(D|z)− π(C|z)]− µD − µC

2
,

with µD and µC such that µC + µD ≤ 2α(2 + λ). For any π(C) ∈ (0, 1), solutions to this

problem take the following threshold form: there exists θ+ > 0 and θ− > 0 such that

T πδ=0,z =


0 if f(z|D)/f(z|C) ∈ [θ−, θ+]

−Tmax if f(z|D)/f(z|C) < θ−

Tmax if f(z|D)/f(z|C) > θ+.

(17)

Consider a sequence of values (δn)n≥0 converging to 0. A reasoning similar to that of Lemma

3 implies that T πδn must converge to T πδ=0 under the L1 norm.

Limit transfer scheme T πδ=0 exhibits punitive justice at every state z such that T πδ=0,z 6= 0.

In addition, transfers T πδn converge to T πδ=0 under the L1 norm. Hence, recalling that L
denotes the Lebesgue measure on Z, it must be that for every ε > 0

lim
n→∞

L(z s.t. |T πδn,z| ≥ Tmax − ε) = L(z s.t. |T πδ=0,z| ≥ Tmax − ε).

Therefore, as δ approaches 0, transfer schemes T πδ must exhibit punitive justice. �

Proof of Proposition 4: Point (i) is immediate. If π(D) = 1 the principal’s optimal

transfer scheme maximizes

−λE[|Tz||C]− δαE[|∆uz − (2 + λ)Tz||C]− (1− δ)α(2 + λ)|E[Tz|C]|. (18)

Since δ < λ
α(2+λ)

expression (18) is maximized for a transfer scheme T ≡ 0. Under this

transfer scheme, player A’s expected payoffs satisfy E[uA|C] < E[uA|D], so that his best-
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response is to play D. Hence (π, T ) such that π(D) = 1 and T = 0 is an equilibrium.

Consider environments (Zn, fn)n∈N consistent with payoff structure (U, f|U) and approach-

ing perfect monitoring. We now show that for n large enough, there exists an equilibrium

such that π(C) = 1. The main step is to establish bounds on player A’s expected payoffs

conditional on actions C and D.

For a given environment (Z, f), the optimal transfer scheme given π(C) = 1 takes the

form

TCz =

{
−∆u−z

2+λ
if f(z|C)

f(z|D)
≥ θ

0 otherwise

where θ is chosen so that E[∆uT
C |C] = 0. Hence player A’s payoffs conditional on actions

C and D are

E[uT
C

A |C] = E

[
uT

C

A + uT
C

P

2

∣∣∣C] = E
[
uA + uP

2

∣∣∣C]− E
[
λ

2
|TC |

∣∣∣C]
= E

[
uA + uP

2

∣∣∣C]− λ

2(2 + λ)
E [∆u|C] .

In turn, using the fact that E[uA|D] = E[uP |D], we have that

E[uT
C

A |D] = E
[
uA − TC

∣∣∣D] = E
[
uA + uP

2

∣∣∣D]+
1

2 + λ

∫
Z

∆u−z 1 f(z|C)
f(z|D)

≥θf(z|D) dz

Let us show that as n grows large, the corresponding threshold θn grows arbitrarily large

as well. Indeed, for any κ > 0, define

H(κ) ≡
∫
z∈Z

∆uzf(z|C) dz +

∫
z∈Z

∆u−z 1 f(z|C)
f(z|D)

>κ
f(z|C) dz.

H(κ) is decreasing in κ and threshold θ is defined by the equation H(θ) = 0. We now show

that for any κ > 0, as n grows large H(κ) > 0. Indeed

H(κ) ≥
∫
z∈Z

(uA − uP )+fn(z|C) dz −
∫
z∈Z

(uA − uP )−1 fn(z|C)
fn(z|D)

<κ
fn(z|C) dz

≥
∫
z∈Z

(uA − uP )+fn(z|C) dz + ∆u× prob

(
fn(z|C)

fn(z|D)
< κ

∣∣∣C)︸ ︷︷ ︸
→0 as n→∞

.

This implies that θn must grow arbitrarily large as n goes to infinity.
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Noting that∫
z∈Z

∆u−z 1 fn(z|C)
fn(z|D)

≥θnfn(z|D) dz =

∫
z∈Z

∆u+
z 1 fn(z|D)

fn(z|C)
≥θn

fn(z|C)

fn(z|D)
fn(z|D) dz ≤ ∆u

θn

it follows that as n grows large, E[uT
C

A |D] converges to E
[
uA+uP

2

∣∣∣D]. Hence, it follows that

whenever E[uA + uP |C]− E[uA + uP |D] > − λ
2+λ

E[∆u|C], for n large enough, Efn [uTCA |C]−
Efn [uTCA |D] > 0. This implies that there exists an equilibrium such that π(D) = 1. �

Proof of Proposition 5: We begin with point (i). First we prove limits on the set of

z ∈ Z, such that T πz > 0, as a function of π. It follows from Lemma 2 that for all z ∈ Z,

transfer T πz must solve

max
Tz
−λ|Tz|−δα|∆uz−(2+λ)Tz|+[(1− δ)α(2 + λ)[π(D|z)− π(C|z)]− µDπ(D|z) + µCπ(C|z)]︸ ︷︷ ︸

≡γz

Tz

with max{µC , µD} ≤ (1−δ)α(2+λ). We have that Tz > 0 if and only if γz ≥ λ−δα(2+λ) > 0.

Coefficient γz satisfies

γz = [2(1− δ)α(2 + λ)− µC − µD] π(D|z)− (1− δ)α(2 + λ) + µC

≤ 2(1− δ)α(2 + λ)π(D|z).

Hence, a necessary condition to have Tz > 0 is that

π(D|z) ≥ λ− δα(2 + λ)

2(1− δ)α(2 + λ)
⇐⇒ f(z|D)

f(z|C)
≥ 1

~
π(C)

π(D)
.

Using the Bienaymé-Chebyshev inequality, this implies that

prob(T πz > 0|D) ≤ ~
π(D)

π(C)
E
[
f(z|D)

f(z|C)

∣∣∣D] . (19)

We now show that inequality (19) implies bounds on the frequency with which action C

can be sustained in equilibrium. Take π as given, and consider the corresponding transfer

scheme T π. Player A will choose to cooperate if and only if E[uT
π

A |C] ≥ E[uT
π

A |D]. For

concision, we briefly drop the π superscript. This is equivalent to∫
z∈Z

(
uA −

1 + λ

2 + λ
T+
z + T−z

)
f(z|C) dz ≥

∫
z∈Z

(
uA −

1 + λ

2 + λ
T+
z + T−z

)
f(z|D) dz.
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Hence, action C is incentive compatible if and only if,

−
∫
z∈Z

1 + λ

2 + λ
T+
z [f(z|C)− f(z|D)] dz︸ ︷︷ ︸
≡K0

+

∫
z∈Z

T−z [f(z|C)− f(z|D)] dz︸ ︷︷ ︸
≡K1

≥
∫
z∈Z

uA[f(z|D)−f(z|C)] dz.

(20)

We establish upper bounds on K0 and K1.

K0 ≤
1 + λ

2 + λ

∫
z∈Z

T+
z f(z|D) dz ≤ Tmaxprob

(
Tz > 0

∣∣∣D)
≤ Tmax~

π(D)

π(C)
E
[
f(z|D)

f(z|C)

∣∣∣D] .
From Lemma 2 we know that

∫
Z

[∆uz + (2 + λ)(T−z − T+
z )] f(z|C) dz ≤ 0. This implies

that

K1 ≤ −
1

2 + λ
E[∆u|C] +

∫
z∈Z

T+
z f(z|C) dz.

Using Bienaymé-Chebyshev once again and noting that E
[
f(z|D)
f(z|C)

∣∣∣C] = 1, we obtain that

K1 ≤ −
1

2 + λ
E[∆u|C] + Tmax

π(D)

π(C)
~.

Altogether, this implies that a necessary condition for action C to be incentive compatible

is
π(D)

π(C)
~Tmax

(
1 + E

[
f(z|D)

f(z|C)

∣∣D]) ≥ E[uA|D]− E[uA|C] +
1

2 + λ
E[∆u|C].

This concludes the proof of point (i).

We now turn to the proof of point (ii). Fix some interior value of π(C) ∈ (0, 1). We

denote T π,n the corresponding transfer scheme in environment (Zn, fn). We first establish

the following property of transfer schemes T π,n as n grows large: for all ε > 0, there exists

N > 0 large enough such that for all n ≥ N ,

|E[∆uT
π,n|C]| ≤ ε

|E[∆uT
π,n|D]| ≤ ε

prob
(
z s.t. T π,nz /∈ [−∆u−z , 0] | a = C

)
≤ ε

prob
(
z s.t. T π,nz /∈ [0,∆u+

z ] | a = D
)
≤ ε.
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Consider the principal’s value function V (a, T ). Transfer schemes T̂D and T̂C (which may

differ from schemes TC and TD defined in footnote 25) respectively solve maxT V (D,T ) and

maxT V (C, T ) if and only if

|E[∆uT̂
C |C]| = 0

|E[∆uT̂
D |D]| = 0

prob
(
z s.t. T̂Cz /∈ [−(∆uz)

−, 0]|a = C
)

= 0

prob
(
z s.t. T̂Dz /∈ [0, (∆uz)

+]|a = D
)

= 0. (21)

Furthermore keeping distribution over payoffs (uA, uP ) constant, one can pick respective

solutions T̂C and T̂D that are independent of side information x and of index n.

For any T the principal’s value function is

V (π, T ) =
∑

a∈{C,D}

π(a)V (a, T ).

Let TCD,n be defined by

TCD,nz =


T̂Cz if fn(z|C)

fn(z|D)
≥ 2

T̂Dz if fn(z|D)
fn(z|C)

≥ 2

0 otherwise.

For any a ∈ {C,D} (denoting ¬a the other action) we have that

V (a, TCD,n) ≥ V (a, T̂ a)− [λ+ α(2 + λ)]

∫
Z

|TCD,n − T̂ a|fn(z|a) dz

≥ V (a, T̂ a)− 2Tmax[λ+ α(2 + λ)]prob

(
fn(z|a)

fn(z|¬a)
< 2
∣∣∣a) .

By optimality of T π,n, V (π, T π,n) ≥ V (π, TCD,n). Using the fact that as n grows to

infinity, prob
(

fn(z|a)
fn(z|¬a)

< 2
∣∣∣a) goes to zero, we obtain that

lim inf
n→∞

∑
a∈{C,D}

π(a)V (a, T π,n) ≥
∑

a∈{C,D}

π(a)V (a, T̂ a).

Hence, since π(C) ∈ (0, 1) is fixed, for n sufficiently large, we have that T π,n must approxi-

mately solve maxT V (C, T ) and maxT V (D,T ), which implies that there exists N sufficiently
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large such that for all n ≥ N ,

|E[∆uT
π,n|C]| ≤ ε

|E[∆uT
π,n|D]| ≤ ε

prob
(
z s.t. T π,nz /∈ [−∆u−z , 0] | a = C

)
≤ ε

prob
(
z s.t. T π,nz /∈ [0,∆u+

z ] | a = D
)
≤ ε.

Otherwise, one could extract sequences of transfer schemes T π,n converging to solutions of

maxT V (D,T ) and maxT V (C, T ) that do not satisfy (21).

Since uTA = (uTA + uTP )/2 + ∆uT/2, player A’s choice under transfer scheme T π,n solves

max
a∈{C,D}

E(uT
π,n

A |a) =
1

2
E(uA + uP − λ|T π,n||a) +

1

2
E[∆uT

π,n|a].

We know that for any ε > 0, |E[∆uT
π,n|a]| ≤ ε for n large enough. Furthermore, by assump-

tion E[uA + uP |C] − λ
2+λ

E[|uA − uP ||C] > E[uA + uP |D]. Altogether, this implies that for

n large enough, transfer T π,n induces the agent to take action C. By continuity of map-

ping Γn, this implies that πn(C) ≥ π(C). Since π was chosen arbitrarily, this implies that

limn→∞ πn(C) = 1. Since T πn,n solves maxT V (πn, T ), it follows that transfers approach ex

ante efficiency as n goes to infinity. �
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